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ABSTRACT
This report is a detailed empirical examination of

Suppes ideas about the syntax and semantics of natural language, and
an attempt at supporting the proposal that model-theoretic semantics
of the type first proposed by Tarski is a useful tool for
understanding the semantics of natural language. Child speech was
selected as the best place to find data on natural language because
it presents el-View of the real problems represented by natural
language, and because it allows the study of the process of language
development. The main body of data consists of a,series of recordings
between a 32-monthold girl, Erica, and several adults. The ERIC
corpus is found to be syntactically simpler and semantically morr.
straightforward than adult speech. It is divided into utterance'.; its
vocabulary is compared to ADULT vocabulary; a word frequency cunt Is
made; and its words are classified gramatically. A discussion follows
of the standard concepts and results of the theory of generative
grammars. A grammar, for ERICA is devised, with special attention to
lexical ambiguity.,' Mathematical syntax and semantics are discussed,
followed by a deScription of ERICA semantics, with special reference
to grammatical and semantic ambiguity. Conclusions include: (1) a

reasonable probabilistic grammar for ERICA can be constructed; (2)
the grammar GE1 is the best model for lexical disambiguation; (3) the
grammar functions reasonably well semantically; (4) the notion of
probability can p ay a key role in the construction of a semantics;
and (5) simple se -theoretical functions are often successful in
describing the FPI A semantics. (Author/AM)
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PREFACE

This work is a detailed empirical examination of
Professor Patrick Suppes' ideas about the syntax and
semantics of natural language. Readers familiar with his
work will recognize the debt that I owe to Professor
Suppes.

Several persons deserve special mention. The
members of my committee: Julius Moravcsik, John McCarthy,
and Dov Gabbay; for collecting the ERICA corpus: Arlene
Moskowitz; for his superb understading of computer\
sciences David Levine; for their assistance in
statistics: Mario Zanotti and Charles Dunbar; for
editing: Dianne Kanerva and Florence Yager; for reading
the complete text: Edward Bolton; for the most detailed
and patient assistance I received: my wife, Nancy Smith.

I would also like to thank the following good
people for their assistance at many points and in many
different ways: Bashava Anderson, Naomi Baron, Marnie
Beard, Lee Blaine, Klex Cannara, Phyllis Cole, Clark Crane,
Kathleen Doyle, Dextei Fletcher, Jamesine Friend, Betsy
Gammon, Adele Goldberg, Pentti Kanerva, Joanne Leslie,
Buddy Mancha, Lillian O'Toole, Ron Roberts, Marguerite
Shaw, Rainer Schulz, Steve Weyer, Robert Winn.

The entire dissertation was done on the IMSSS
PDP-10 and the Stanford AI PDP-10, mostly at IMSSS. As a
result, the format is somewhat different from dissertations
typed on a conventional typewriter. Linear notation is
used throughout. Exponentiation is indicated by the symbol

as in

'which is read "x square. References to footnotes
the line, rather than above, as is customary.
chapters (especially 6), the format is--a bit
These inconveniences are, I believe, offset by
that performing this research and reporting on it
detail is almost impossible without the computer.

Partial support for the research presented
dissertation was supplied by the National
Foundation under grant NSF- GJ443X.
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CHAPTER 1 -- INTRODUCTION

I. THE EXPERIMENT

My purpose in this work is to add weight to the

proposal that model-theoretic semantics of the type first

proposed by Tarski (1) is a useful tool for understanding

the semantics of natural languages. This approach has been

considered in very sophisticatedicays (2); but it is seldom

that a discussion of model-theoretic semantics has centered

around a corpus of spoken or written English actually

gathered under empirically sound conditions (3).

My first aim is to lay out such an experiment. I

have completed the editing of a series of recordings

between a 32-month-old child (Erica by name) and several

adults. An extended description of this corpus is given in
o

Chapter 2. To. manage this corpus, which runs several

hundred pages, I have transcribed the text onto the PDP-1C

.....
(1) Alfred TaEski, ~The Concept of Truth in

Formalized Languages , in Iggist Semantics. mad_

Betamathematta, London, 1955.

(2) See, for example, the series of papers by

Richard Montague, some of which are lised in the

Bibliography to this work.

(3) See, for' example, the articles by Patrick

Suppes and Elizabeth Gammon listed in the Bibliography of

this work.



2

timesharing system at the Computer Based Laboratory of the

Institute for Mathematical Studies in the Social Sciences,

and I have written a number of programs to assist in the

_ _analysis.

The use of the computer is an essential part of

this work. In the beginning, the computer was used solely

as a bookkeeper for the detail I could not manage alone,

but as the analysis progressed the computer played a

conceptually more important role.

II. BACKGROUND -- PREVIOUS WORK

Settheoretical Semantics is a standard way o.

discussing the meaning of tne formal languaua of

mathematical logic. The standari body of results known as

modelthem leaves little doubt as to the power of this

method, whereby such historically important concepts as

entailment, inference, truth, tense, and modality are

opened to scientific examination in a comprenehsive way.

The major problem of relating these results to the

questions surrounding the semantics of natural languages

involves the characterization of the syntax of natural

language in a way that relates it to the proposed

semantics.
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A. ENG1:ISH AS A FORMAL LANGUAGE -- MONTAGUE

Let me briefly review here the important work of

Professor Richard Montague in connection with the semantics

of natural languages (4). Montague bases his syntax of

English on the notion of grammatical category in a system

similar to the categorial grammars of Polish logicians of

the 1930's (5). The semantics is then based on a tensed

intensional logic--an artificial language designed for the

perspicacity of its semantics. Montague gives Several

examples of

into his a

results as r

quantificatt

nglish Sentences, shows their translations

tificial language, and discusses the semantic

lated to problems of intension, modality, and

n.

Montague raises an important issue with his

treatment of _ambiguity. He remarks that a sentence can

have two or more different semantic interpretations, and

that these interpretations can correspond to alternative

informal analyses. Several sentences are offered that have

different semantic interpretations corresponding to as

dicto and de 12 modalities. An example of this skind of

(4) Specifically I will discuss the article:
Richard Montague, The Proper Treatment of Quantification
in Ordinary English , forthcoming in ApProacnes 12 Natural
Language, J. Hintikka, J. Moravcsik, and P. Suppes,
Teditors), Dordrecht,'Holland.

(5) Montague cites K. Ajudukiewicz, Jezvki
Posnanie, Warsaw, 1960, as a source for nis work.

\I 0
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modal ambiguity is the sentences

John seeks a unicorn.

Implicit in his remarks is the idea tnat competing

philosophical views can be formally represented by

alternative semantical interpretaticns.

More directly relevant to my work, several of

Montaguers sentences involve ambiguities resulting from

other caUses than modality. He notes that the sentences

A woman loves every man.

Can have two meanings, and follows through by showing that

his semantics yields both of the following interpretation6,

here symbolized in my own notation.

) ( ? x)[womAN(x)

( YY)(MAN(y) -> LOVE(x,y))

2) (vy)NAN(y) ->

(ax) (womAN(x) A LOVE(x,y) ) ]

Montague does not reject alternative semantic

interpretations as being spurious. Unfortunately, -ad has

no theory for handling them either.

B. PROBABILISTIC GRAMMARS -- SUPPES AND GAMON

Mywork is closely related to the work of Professor

Patrick Suppes and his student Dr. Elizabeth Gammon, so I

11
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will discuss their contributions briefly nere, and in more

detail in the later chapters.

In "Probabilistic Grammars for Natural Lanyuayesa

(6), Suppes assigns probabilities to the production rules

of a phrase-structure grammar, and suggests that such

grammars b used in describing the main features of a

corpus of language--rreferablY a corpus recorded from

actual speakers. Suppes explains:

The probabilistic program ... is meant to be

supplementary rather than competitive with
eraditiomal investigations of grammatical
structure. The large and subtle linguiiyx
literature on important features of natural
language syntax constitutes an important and

-permanent body of material. one objective of

a probabilistic grammar is to account for a nigh
percentage of a corpus with a relatively simple
grammar and to isolate the deviant cases that need
additional analysis and explanation. At tne

present time, the main tendency in linguistics is
to look at the 'deviant cases and and not to
concentrate on a quantitative account of that part /

of a corpus that can be analyzed in relatively
simple terms. (7) \,

\\

Two important motives for Suppes' usa ormw
(6) Patrick Suppes, "Probabilistic Grammars for

Naturar Langkages , Technical Report No. 154, Institute
for Mathematical Studies in the Social Sciences, Stanford,
California.

es

(7) (Suppes-1], pp. 4-5.

/



probabilistic grammars are 1) determination of the central

(syntactic) tendencies, and 2) isolation bf (syntactic)

problems for further study. 'These motives are aico central

in my work, but with semantics as the primary goal. As an

example of the application of a p :Aix grammar,

Suppes demonstrates the use of probabilistic grammars in

the prediction of utterance length (8).

Suppes uses the noun-phrases from the ADAML1 corpus

of Roger Brown for the construction of probabilistic

grammars (9). However, the ADAM-1 corpus is not

sufficiently large or protracted for this kind of work.

Dr. Elizabeth Gammon continues the study of

probabilisti9 grammars in'a later paper (10) concerhn,

language of basal readers. Trio thrust of Gammon's woi.&

the analysis of instructional materials; however, I navy

benefited from looking at the techniques she uses ror

classifying words into lexical categories and constructing

grammars. Gammon also uses categorial grammars (similar to

(8) Patrick Suppes, :Semantics of Cow:ext-rre,-
Fragments of Natural Languages c Technical Report No. 171,

IMSSS, Stanford, Californial. See especially pp. 2Q-28,

(9) See [Suppes-1] and [Suppes-2].

00) Elizabeth Macken Gammon,
of ..3ome first -Grade Readers ~, Techn
Institute for MatheMatical Studies in
Stanford University.

A Syntactic Analysis
ical Report No. 155,
the Social scl-nc,=o,
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Montague's syntax), so it is interesting to pe the

:-41ative merits of generative grammars and categorial

Ammar.. Context-tree grammars have the advantage of

being closer to current notation in ling4istics; more

deeply, context-free grammars allow the use Of more

parameters than the usual- categorial grammars, so I

consider only the use of context-free grammars.

Neither Suppes nor Gammon considers in any detail

the problem of classifying worLe as to grammatical type,

although both of tnem assume that this is done prior to the.

analysis. (Editors made the classifications for ADAM-1 an

for Gammon's basal readers.) Montague considers only a taw

words ('walks','1oves',.ninety., 'temperature') and is not

concerned with any empirical proolems. I think that an

empirical theory such as mine must consider the problem of

dealing with several thousand words in a convenient wai,

particully for computer implementation. dente, I nave

used a dictionary to provide information about the

grammatical functions that words cab perform.

C. SEMANTICS O1 CONTEXT-FREE LANGUAGES -- SUPPES

In/his more recent work (11) Suppes nas become

primarily/ concerned with semantics. Ir. "Semantics of

Context-Free Fragments of Natural Languages", Suppes gives

a context-free grammar for the noun-phrases in ADAM-1, and

(11) Patrick Suppes, "Semantics of Context-free

Fragments of Natural Languages, Technical Report NO. 171,

IMSSS

lei



8

defines semantic functions on the rules of that grammar.

Suppes emphasrzes the use of simple semantic functions in

as ,many cases 'as possible, attempting to isolate remaining

difficulties.

In the main, I have used Suppes. formulations for

semantics rather than Montague's. (See Chapter 5 for my

formulation.) Suppes bases his semantics on a contextfree

grammar and does not translate his English syntax into some

artifical language prior to semantic analysis. These are

advantages to his approach, I believe.

In considering alternative semantical functions for

certain constructions, (mainly the *double noun

construction as in the phrases 'Daddy suitcase' .and Baby

Ursula.), Suppes also allows alternative semantic

interpretations. Unfortunately, these alternative semantic`

interpretations do not in Suppes' system necessarily rest

on alternative syntactic repreSentations (or "trees "), as

was thee case in Montague's work.

There are two main problems involved here. First,

it is my belief that syntax and semantics correspond very-

closely, so I would prefer to have a different syntactic

structure to represent each semantic interpretation. In

addition, any help that a probabilistic grammar may have in

selecting between alternative semantic interpretations is

obscdred by having two or more semantic interpretations
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arise from one syntactic representation.

III. THE APPROACH TO THE DATA

In the context of previous work, the purpose of my

work is to supply a detailed examination of a large !corpus

of data using mainly the methods of Professor Supped, and

to extend those methods where possible. In the case of

Supped' work on ADAM-I, the size of the corpus anu the aye

of the child required Suppes to confine his analysis, in

the main, to the noun-phrase fragment of ADAM-I. With the

larger ERICA corpus, I have written a more complete

utterance grammar and semantics. The size of the ERICA

corpus (over 9,000 child utterances) has made this a larya

teak of computation and data manipulation.

While Montague's work is not addressed to any

empirical problems, nevertheless I believe that theoretical

work similar to his can benefit from empirical work in two

ways. First, there is a tendency in theoretical-work to oe

\

confined,to one's own small sample of sentences, and a'

danger of error if the only critierion of success is thf-

force, largely psychological, of a "few competing examples
I,

and counterexamples. Second, 7ere is the chance tha,t

theoretically interesting examples may abound in empiricdl

data. An example of this kind, I believe, is the beginniog

1C
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of an extension of the theory of definite descriptions that

I have given in Cnapter 5, based on the uses of tne word

'the' in ERICA.

Theories of language have been labeled as toeing

competence or performance theories. Admitting this

terminology, my work is decidedly in the performance camp,

although not with any hostility. In fact the two kinds of

,NA
research are both important. I call the basic approach of

this work "computer-performance". By this I mean that I an

trying to describe linguistic behaiiior with a theory tnat

is largely implementable on a computer. I am not really

arguing the relative computational abilities o2 the

computer and the human mind, or the nature of intelligence

and how to sievelop it artificially. Rather, I am twin., the

computer as a tool for formulating and testing a theory in

an exact way.

IV. TOWARDS A COMPUTER-PERFORMANCg TAEGRY OF AMdIulfY

I am trying to develop a methodology for

linguistics research that will allow tne comparison of

conflicting philosophical/linguistic views in a

scientifically acceptable way, building al the results in

these areas, and brlmiing them into focus around a

performanc-J theory. Because of the pervasiveness of

17
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ambiguity in any theory of language, I nave devoted a good

part of this work to considerinj how to nandle ambiguity.

I ilentify and distinguish several kinds of

ambiguity in ERICA (as I refer to the corpus), which are:

1) Dixical ambiguity: ambiguity due to multiple

entries in the dictionary (Chapters 2 and 4).

2) GLAMma&icel Ambic1411Y: ambiguity present

syntactically in a grammar/(Chapters 3 and 4).

3) gem alic am_Uguity: two (or more) "mearilings"

for an utterance (Cnapter 6).

I believe that many problems of the semantics of

natural languages can be characterized as problems of

ambiguity. I think that each utterance in English has only

a small number of "plausible" semantic interpretations.

the alternative is, I believe, to adjul,je the human

language processing facility as arbitrarily complex and

inherently anomalous.

My analysis of the "plausibl-3" is in erotabiliatic

terms. Given the syntax provided by cne propabilistic

grammar, the obvious extension is to let the probability of

a semantic interpretation be the probability of the

syntactic strurture(s) associated with that interpretation.

(Two or more syntactic representations of a sec may

have the same semantic interpretation, I believe,)

18



The use of the prooabilistic grdmmar in

Ai.sambiguating provides an interesting cneck on nos

relation of the syntax to tne semaatAcs. tea can ask, for F,

syntactic construction that has alternative bamantic

representations, if the probabilities associated with those

'interpretations correspond to our intuitions about the

lutterances in the corpus using the Construction.

I use probabilistic ririars tct, dizsambiguta in two

ways. First, there is in ;:)::!:CA a
4

\crLair, aNkount of

ambiguity due to the dictior:ary (lexical t:11:ii.izity). khis

kind of ambiguity is oaten oily apatent and bhoul bF

dismissed wlthout turths,r' Cnnt:ver 4 1.

discuss several ways to ri;ove lexicAl
k

most intuitively Iatisfactory mthod is to Ak.:-c.)t dif,2

alternative with the Scc40%.ilye itt a

more detailed discussic: Jo Chapter o, I discuss the

grammatical ambiguity (nm.t..101,10:y due to the grammar r'atner.

than the dictionary) remaining in EIUCA at ter al! !.7.1cical

ambiguity has been rc2T,:Afkl, and I conduct a c.aretul

examination of the'success 01: prObabiUstic disambiguation

on these cases.

Strictly in erpreted, these rosults Indif. ilixe0

success. However, that they indicate to me are the Aany

ways in which the dictionary and the grammar: can oe

improved, and tney suggea.t what features are causing tn.
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major difficulties.

V. METHODOLOGY AND ASSUMPTIONS

Let me summarize the basis of this work by listing

what I attempted to do as METHODOLOGY and the

justifications as ASSUMPTIONS.

A. METHODOLOGY

1) me data base (Erica's memory, semantic

information) is characterized as a 'set-tneoretical

structure (Chapter 5). The lexicon greatly simplifies the

kinds of things in this structure by classin., words as

nouns, verbs, and so on.

2) The syntax of the child's speech is generated by

a context-free grammar, designed to remove most lexical

ambiguities by rejecting most alternative interpretations.

Remaining interpretations should represent genuine

ambiguities. Further ambiguity is nanaled by tne

probabilistic nature of tne grammar (wnicn selects the

"most likely" interpretation as a first approximation).

3) The meaning of an utterance is computed by

set-theoretic functions into the 'objects' An tne data

base.

3. ASSUMPTIONS

1) The "deep structure" of the semantics likely

on
A..11
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corresponds to the "surface structure of the syntax, at

least more than supposed.

2) The understanding of natural language is a

phenomenon open to our understanding to the point that we

can simulate it on a computing machine of reasonabie size.'

3) Much language processing is done in a

syntactical way (albeit in a way tnat corresponds to the

semantics.) Certain semi-automatic linguistic reflexes are

learned in such a way that the full power of tne semantic

machirsry is not needed.

4) One need ,not be concerned that obvious

simplifications in the analysis (such as my handling of

quantifiers, verbs, adverbs) will so grossly misrepresent

the problem that the whole enterprise is valueless. Enie

is more than an article of faith in tnat it corresponds to

my feeling that speakers commonly simplify the semantic

structure of concepts in many oruinary contexts.

Quantifiers tend to look like simple adjdctives, modal
A

concepts such as 'necessity' are assumed to be transparent,

and verbs look like simple 1-place predicates.

VI. CONCLUSIONS

I make the following conclusions from the work

reported here. Tnesa results are readily classed into

21
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'empirical' and 'conceptual' issues.

A. EMPIRICAL ISSUES

1) A reasonable probabilistic grammar for ERICA can

be constructed. My grammar GE1 recognizes 77 percent of

the ERICA corpus, removes most of tne lexical ambiguity

present in the corpus, and introduces very little

grammatical ambiguity. (Cnapters 4 and 6)

2) Further, the grammar GE1 can be used to complete

the process of lexical disambiguation in an impressiVe way

by selecting the most likely lexical alternative. Tnis

method is apparently better than the ocher moaels of

lexical disambiguation that I suggest. (Cnapter 4)

3) Semantically, the grammar functions reasonably

well. Many rules are obviously correct. Many of the

remaining problems can be ascribes to the need for a

dictionary that more completely describes the alternative

uses of words in the corpus, and to subtler rules. , (In

this first pass of the data, I simply used a dictioriary and

grammar constructed mostly a priori.) (Cnapters 5 and 6)

B. CONCEPTUAL ISSUES

1) There is a need, philosophically, to study tne

performance side of linguistic concepts' by looking at

corpora of data.' (See for examplrl the discussion of the

word 'the' in Chapter 5.)

2) There is a relation between the syntax of the

0 el
AN Ike,.
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formal languages of mathematical lojic and generative

grammars. This relationship provides a practical and

conceptual basis for the set-theoretical semantics of

context-free languages. (Chapter 5)

3) There is a tradeoff between symbols that denote

objects and symbols that call upon functions. rnis

tradeoff has implications, I believe, both to certain

philosophical disputations and to computer-based semantic

systems. (Chapter 5)

4) A useful part of a theory of set-theoretical

semantics can be the inclusion of one or more contextual

osameterl, indicating sets of objects currently: under

consideration in the conversation.

5) An extended theory of definite descriptions can

be made, using contextual parameters, that accounts for the

classical theory as well,as the other observed uses of tne

word 'the'.

6) The notion of probability can play a key role in

the construction of a semantics.' This can oe effected py

probabilistic grammars.

7) Simple set-theoretical functions ara often

successful in describing the ERICA semantics. I nave no

single measure of correctness, but rather a detailed

examination of the syntax rules -and their associated

semantic functions.

23
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CHAPTER 2 -- THE ERICA CORPUS

I. THE SELECTION OF A CORPUS

Erica is a little girl. Arlene 'Moskowitz of

Berkeley collected recordings of Erica talking to adults,

usually to Arlene herself or to Erica's mother, but

occasionally to Erica's father. At the beginning of the

recording in 1969 Erica was 31 months o13, and she was 43

months old at the end. (Erica was born on July 24, 1966.

Unfortunately, the dates of all the recordings are not

available.) The tapes ware made in ner family's apartment,

where the surroundings were familiar to Erica. An effort

was made to have normal conversation, and tne impression

from the transcriptions is that tne awareness of the

recording equipment was forgotten after tne fourcn or fifth

tape. Most of the recordings were of a one-nour session,

but some extended over several days, a few mi./lutes each

P

day. Miss MoskoWitz began the editing but did not finish,

so I cannot vottch for the authenticity of the data, except

to say that I have tried to edit the text myself, and tat

I alone am responsible for any effect that remaining errors

may have on my results (1) .

Several reasons persuaded me that tae speech of a

24
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child was the appropriate place to look for the data for

this experiment; these reasons are discussed below.

1) There was reapon to believe that cnildren's

speech was syntactically simpler than adult speech, and

this has proven to be the case. Compared to the adult text

in the ERICA corpus (giving a name to the corpus itself),

Erica's utterances are shorter, the vocabulary less rich,

and the structure is more repetitive. So, if by LA 1401

kosimul we mean spoken, informal conversation, the speech

of a child would be the natural candidate fora simple

beginning.

2) I had hoped that Erica's speech would be more

semantically stratotforward compared to adlalt speecn. I

have no reason to doubt that this assumption is correct.

Simple semantical functions appear to be successful in an

encouraging part of Erica's speech. This was not

surprising"' to me, since I expect semantical featur s of.

language 6 have their syntactic Counterparts. Tne

syntactical simplicity of child speech .th suwiests

semantical simplicity.

3) The developmental asrects of language and

concepts are philosophically interesting, and it is these

(1) I would like to thank Barbara Andersen, Robert

Winn, and Florence Yager of the Institute staff for their
help in typing the ERICA corpus into the PDP-0 computer
for this analysis.
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factors that one 4oull most expect to find in the study__ of

child language, particularly if the study were well timed

and protracted, covering the first Moments of speech well

into, nursery school. Since the ERICA corpus was collected

sporadically and hastily (only two months from the first /

recording to the last), the possibility of studying/

language development in these particular data is remote.

Given that we want to look at the semantics of

natural language, the question of the selection of a corpus

bears some discussion. The advantage in selectinj child

language is that in it we are seeing something like the

real, problems that natural laacjuage represents, in rQugnly-

the right mixtures. It certainly would impress no one to

prove that model-theoretic semantics was useful for a

patently artificial lancuags, say ALGOL-60. Moreover,

esoteric counterexamples to a model-tneoretic approach

-would not impress me as being reason to abandon the

project. What is needed is a istailed discussion of ,some

genuine data

The price paid for this spontaneity is that the
IIP

data base for the meaning of the child's utterances is

constantly shifting and impossible to separate, even for

moment of reflection, from such problems as pe tiOn and
4.00.1

memory. The child's conversations free-wheel.as ckly as

the duration of attention span. The only recourse is to

G
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back away from the individual utterances and their

inscrutable contexts and look for patterns*thiq are more

readily studied 1.n classes of utterances.

In retrospect, looking at a corpus of free

conversation is valuable for getting a feel for the kinds

of grammars and semantic functions that are best. The real

test should be conducted in a situation where the

discussion can be limited in content. One solution might

be to organize an experiment where childien are encouraged

to talk about cIrtain-fixed subjects, such as facts about

baseball, or the objects strews about the interviewing

room. Another solution might be to look at spoken or

written language concerning some precise subject matter

such as elementary mathematics.

II. SUPERFICIAL SYNTACTICAL LiaruREs

The most stiiking- and permanent feature of tree

corpus is its size. Tnere are 19,b2o utterances in all,

excluding utterances that were completely unidentifiable

during transcription, but including utterances that could

be partially understood. I used the symbol

to indicate unintelligibility of all or part of an

27
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utterance. Thus,

Can you <xxx>:

would be included as an utterance of length three. Using a

similar notation,

<n> <v> <a>
stand respectively for noun, verb, aad adjective, when the

exact word was not identifiable, but tae editor thouyht she

had good reason for a grammatical classification. he

analysis of the length of utterances in this chapter first

eliminated the utterances that includes the

unintellisjibility symbol <xxx> since it i.jht oe sta.ainj

for a whole phrase that was garbled on the tape.

Comment* were 1...cluded occasionally in th text

when the editor believed that what she heard on the tape

was not fully descriJed by tae utterances taemselven; also

comments about the situation leading up to th! recorai:g

session itself were include.;. Of course, comments weresnot

Included in any syntactic stJly, and the commerit3 were :hot

sufficiently regular tlmit any organized use J.:A the

semantic analysis, although I :lave not the comment3 in

the course of reading th cord pis.

The text was prepared by the strain.forwara

approach of trying to make a consistent and accurate copy

of a conversation. It may be aryued that a special

28
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representation, such as a phonetic system, would be more

appropriate. I have no reason to really think so at this

time, especially considering the problems that4devising and

using such a system ould create. Phonetic representations

were of course developed to capture the subtleties of

sound. While I did not use a phonetic approach, it Is

clearly desirable from a semantic point of view. For

example, the sentence

.1.

here it is

(unpunctuateh!) can be either a question, a declaration, or

an exclamation depending on the emphasis and the raising

and lowering of the voice; these features are lost to my

analysis.

A full implementation of a theory of 'language on a

computer would of course include a system cor recognizing

spoken-Englisn and translating it into some sand of normal

form. I assume that this translation would very much

resemble written English, and it is for this reason that I

defend the way ERICA was adited. If this assumption fails

then some different representation of spoken English would

have to be found.

2)
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III. UTTERANCES: NOTATION AND CONVENTIONS

The text is divided into utterances. If I were

pressed to name an objective criterion for making tne

division between one utterance and the next I would suggest

time-lag between sounds. However, it is clear from

listening to the tapes that the editor has followea the

interaction semantically and is trying to unitize the

speech. That this is a natural process is indicated by the

fact that the transcription is little different from ocher

trAnscriptions of spoken English. I
The units of speech seem to be rather like the

"complete thoughts" of classical grammar. However formally

elusive this idea may be I am drawn to it by looking at

En/CA and comparing the divisions to whatLI imagine the

conversation to have been like as an i raction.

Once the transcription is complete it is easy to

define the delimitatidn of wore in the utterances.

Notation: A word is an unbroken stung of the

characters

a,b,c, ZpOpit *es 1,9,(0),#,We'''

occurring in an utterance. Lower and upper case letters

are considered equivalent. The length of an utterance,is

the number of words in it.

30
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Several characters are taken as having special

significance.

1) The apostrophe is a part of words, as in

possessives and contractions. In the case of contractions,

the standard interpretation is taken formally in that pie

treat the contraction as though it were two dictionary

words. However, a contraction only adds one to the lengtn

of an utterance. This has the advantage of treating the

contraction in a way consistent with standard usage. The

price paid is that I lose a possible correspondence between

syntactical and semantical features of the utterance by

having one word stand for perhaps two semantical "units".

EXAMPLES OF USES OF THE APOSTROPHE

WORD MEANINGMoomm ........
Erica's

doesn't

men's

the possessive of Erica

the contraction of a verb
and a negating particle

the possetive of men

2) The dash - is a part of words, as in

ring-around-the-rosy

which is counted as one word.
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3) The question mark ? denotes questions.

4) Quotes (but not single quotes, which are

not used due to the ambiguity with the apostropne) indicate

quotations and use-mention distinctions. I am not

concerned with analyzing the semantics of these.

In standard English, punctuation characters (sucn

AS commas and semicolons) often indicate phrasing in

sentences. I have not used these clues in the analysis

formally, but it could be done by including punctuation

characters as symbols generated by the yrammar. Obviously

punctuation is needed as phrase markings at some level in

the analysis of natural Language. Here I simply Ignore

punctuation altogether.

Of the utterances in tae corpus, ERICA had 8,944

utterances with a mean length of 3.087, and AJuLr had

10,695 utterances with a mean length of 4.838, excluding

any utterances tnst were in part unintelligible. (the

disparity between these numbers and the original counts of

9,085 and 10,740 reflects the numoer of partly

unintelligible utterances.) A more complete analysis of,

the lengths of utterances in tne corpus- is included as

Appendix 1.
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IV. COMPARISON OF ERICA AND ADULT VOCABULARIES

Using tne familiar type -token distinction, tne

ERICA corpus has 79,770 word tokens and 3,169 types. This

count includes the symbols for unrecognized words, such as

(n> used for a noun and (xxx> used for an

unclassifiable word, but does not include utterances that

were completely unintelligible. ERICA (the child's speech

in the complete ERICA corpus) has 27,922 tokens and 1,853

types; ADULT- (the adults' portion) has 51,b4b tokens and

2,867 types. Appendices 2 and 3 list the, words in ERICA

and ADULT by rank and alphabetical ordering.

Obviously ERICA and ADULT have different

vocabularies, and neither one uses all tne words found in

the other. However, it is of some intare3t to ask how

different these vocabularies are and to propose measures of

the difference. A simple test is to ask now many words

occur in one but not the other. Of the words in ERICA, 301

types were not represented in ADULT. This comparison gives

a misleading impression of the difference between the two

vocabularies, since these 301 types account for only 565

tokens out of the 27,922 tokens in the ERICA vocabulary.

The top 135 words in ERICA are all represented in ADULT,

and most of the word* in ERICA not found in ADULT have a

small frequency, many occurring only once or twice.

3 3
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If we look at the portions of the vocabularies with
. 1

frequency greater than or equal to 5 we yet a batter

impression of the similarity. There are 607 types in the

ERICA vocabulary with frequency greater than or equal to 5,

accounting for 25,678 tokens. Out of these, only 14 types,

for 159 tokens, are not to be found in the AJULT

vocabulary. Tables 1 and 2 summarize these results. Table

3 lists the words with frequency greater than or equal to 5

from ERICA not in ADULT it all, and Fable 4 lists the words

found in ADULT (frets >= 5) but not found in ErtICA. (Tne

string .)m. is read 'greater than or equal to'. Its use

here reflects the fact that this work is being composed on

the PDP-10 computer, and the the use of '>:?.. is standarsi

linea-r notation.)

34
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TABLE 1

WORDS IN THE ERICA VOCABULARY NOT FOUND IN THE ADULT' VOCABULARY

Complete ERICA Vocabulary

Types Tokens

Size of sample 1,853 27,22

Words in ERICA not in 301 565
ADULT

Percent not found 1u.24% 2.02%

Portion of EA/CA Vocaoulary with r'requency >m

Size of sample 607

Words in ERICA not in 14
WILT

Percent not found 2.31%

5

25,07d

153

.62%
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TABLE 2

WORDS IN rHE aula VOCABULARY NOT FOUND IN ExICA VUCABULft-AY

Complete ADULr Vocabulary

Size of sample

Words in ADULT not in
ERICA

Percent not found

types Tokens

29[867 51,648

1,315 2,0b1

45.87% 5.52%

Portion of ADULT Vocabulary with Frequency >= 5

Size of sample

Words in ADULT not in
ERICA

Percent not found,

r

945 48,485

106 1,u67

11.22%

36
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TABLE 3

WOR0S OCCURRING IN !RICA VOCABULARY NOt IN AJULT VOCABULARY

(Frequency )1,5)

Freq Word

34 wanna
31 yup
16 loOk3t
13 momma

10 present

7 eek eh tap yeh

6 gobble luminum

5 grapefruits mouses sweetie

3 7
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TABLE 4

WORDS OCCURRING IN ADULT VOCABULARY NOT IN Et.ICA VcCABULfthY

(Frequency )s 5)

Freq word

84 else
77 were
37 things
30 which
28 understand
26 looks
23 much
20 breakfast sure
18 correct really
16 yourself
13 certainly few
12 building delicious feet real
14 already envelope song than

10 behind hwmn sorry until

9 count ears instrument minutes page tweet

8 boom closet ever everypody phone sat taste thougnt
tired told wow

7 ate basket best cannot chicKens each teed fireplace

goodness happens lean lid lie line living meadow
mind push squares whisper you'll

6 chinese comfortable its kitties lake lovely natal
once party poor rhyme set toby

5 add ago anythinj apart bedroom different dinosaur
dolly s fact growing haven't indians instruments
loudly movie names park peck purr puts quite row
rug sewing special stream television tooth you've

;38
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Some tentative conclusions are:

1. The ERIC4 and ADULT vocabularies are similar,,

especially at the high - frequency ends of the diwAbutIons.

The bulk of their speech comes from tne 1,552 words that

are common to both lists. Erica draws 97.98 percent of her

speech from the common vocabulary, and the adults '94.4d

percent.

2. The ADULT vocabulary is more nearly a superset

of the ERICA vocabulary than conversely. Ellis holds

throughout Tables 1 and 2. For example, only,-1&.4 percent

of the words in ER/CA.10 not occurin ADULT, while 45.87

percent of the words in ADULT do not occur in ERICA.

V. IMITATION oe WuRD USAGES

A reasonable hypothesis about the speech of a child

is that there is a strong tendency for the child ) use

words recently used by the an adult. As a simple test of

this 'hypothesis, let a usage of a given word be an

n-4mitatio occurrence if the word occurs in the

previous n adult utterances. Table 5 gives tne results of
r

looking for n- iaitations, n=1,2, 8, on the twenty hours

of the ERICA corpus. To avoid coidusiny tne comparisong,

no counting was done until 8 adult utterances were found at

the beginning of each hour.

39
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TABLE 5

ERICA WORD USAGES THAT IMITATE ADULT' WORD USAGES

(FIRST 8 ADULT UTTERANCES IN EACn HOW. AAE IGAOREJ)

N N-IMITATION NON-IMITATION % IMITATION

1

2

3424
4939

24498
22983

12.
17.'9

6

-3 5932 21990 21. 4
4 6729 21193 24. 1

\5 7386 20536 26. 5
6 7929 19993 2d. U
7 8415 19507 30.i4
8 8816 19106 31.57

Word Types = 3,169 (complete corp40)
word Tokens = 79,770 (comi?lete corpus)
ERICA tokens = 27,922
ADULT Tokens = 31,648

,,

r-

40
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VI. COMPARISON .OF THE COArUS VOCABULARY

TO TIE VOCABULARY OF WRITTEN EN3LISh

A standard computational analysis of written

English texts is contained in Comoutational ALalysis

A
Present ay American Englitsh by Henry Kucera and W. Nelson

Francis (2). I want to compare the Fr ICA vocr.bulary to the

vocabulary for the [K-F] corpus of written speech. There

were 50,406 types in [K-k], representing 1,014,232 tokens.

The samples comprising theJK-F1 were selected to be a

cross-section of contemporary American written English.

I have taken the 100 most common words in ERICA,

looked up their f!requenCies in [K-F] , and then t!sed tLe

iK-F] frequencies as the basis for the theore;icAl

frequencies of a chi-square test. I summdd up the

frequencies for the 100 most fre;uent words in EC ICA and

-----------

__IK-FL and called these sums the OBSERVED-..UM and trift

EXPECTED -SUM, respectively. The EXPECTED-eAE;;Uk.i.CY of a

given word was then the word's frequency in LA-ii

multiplied by

OBSERVED-SUM

FXPE,'..TED-SUM

(2) Brown University Press, 1967. Referred to as
(K-F).
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The chi-square contribution of tne given word was then

computed by the usual formula

(OBSERVED-FREQUENCY - EXPECTED-FREQUENCY)%0111
EXPECTED-FR QUENCY

The results of this test are in Table 6. The indication is

that Erica's ,peech is rather different from written

English, even in terms of high-frequency words.

I

4 2
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TABLE 6

0000NESS-0F2FIT TEST

FREQUENCIES FOR THE FIRST 100 WORDS IN ERICA ESTIMATED BY jK -Fj

(RELATIVIZED)

RANK WORD OBSERVED

1

2

3

4

5

6

8
9

10
11

12
13

IP 14
15
16
17

*18
19
20
21

*22
23
24
25
26
27
28

you 31 20

a 2390
the 2220
1 2178
that 1775
is 1728
it 1716
what 1692
to 1439
and 1206
he 982
are 948
do 942
in 906
don't 895
no 888
that's 883
uh 83o
on 786
this 717
know 687
huh 675
have 650
go 630
there 599
your 590
we 572
did 543

REL.EXPECTED

443.0232
3132.8456
8098.8582
697.4313

1428.4331
1361.5616
1180.4965
257.2393

3525.4456
3889.8680
1286.6009
532.2706
183.7616

2277.2242 0
65.9277

296.7420
25.0768

.8089
908.9661
693.7911
92.0830

.6741
531.3313.
,84.3382

'' 367.2536
l1 4.4402
57.6E 3
140.7536

En

16175.6860
176.1401

4267.38E14
3143.0622
84.0842
96.6199
242.9182

8002.4256
1234.6099
1651.7716
72.1138
214.o5o2

3128.64o3
1350.5116

10425.9840
1178.0E109

29351.1390
802300.1800

16.6350
.7764

3843.5541
674544.'0i00

26.5037
3527.1042
146.2379

1741.7061
126.4175

1149.5423

* Indicates words t beem special-to the ERICA
corpus. Some of these are of peculiar to ERICA but
rather are seldom founu in ritten

Indicates words that were spelIed differently in
[K-F] than in ERICA. For example, ERICA uses ' 'okl,
but the preferred English is 'okay'.

4343

. 1'
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29 what's 527 /7.1455 37620.6290
30 me 516 1S9.2241 799.4332
31 can 506 :238.9036 298.6163
32 yes 490 13.4143 11400.5900

*33 oh 485 16.0438 13707.5100
34 see. 468 104.0821 1272.4200
35 one 458 443.8322. .4523
36 going 452 53.7938 2947.7070
37 there 441 101.1161 1142.4601
38 ;get 430 101.1161 1069.7076
39 / tney 428 487.7839 ,7.3273
40 / want 422 44.3563 321'5.2132
41/ of 409 4908.9832 4125.0596
42 my 399 177.8295 275.0748
41 all 393 404.5991 .3325

,

/44 up 386 255.486o 66.6716
,/45 for 371 1279.3206 644.9097
46 will 370 302.5393 15.0425
47 not 368 i21.3920 103.3265
48 she 353 385.4545 2.7320
49 where 350 126.4625 395.1291
50 Tmt 336 58.9170 1303.1053

*+51 ok 334 2.69u4 40700.4570
52 those 319 114.5982 364.5789
53 its 313 40.7161 1820.6666
54 very 299 107.3179 342.4665
55 with 296 982.7134 479.8706
56 little 293 112.0366 292.2951
57 right 290 82.6455 520.244-
58 like 283 173.9197 66.4139
59 some 279 218.0063 17.004o
60 now 272 177.154 50.7775
61 there's 267 14.63:5 4331.70u5
62 doing 244 21.9759 2243.1263
63 them 241 241.1955 .0002
64 at 237 125.0697 320.5367

*65 mommy 236 0348 412631.5400
66 make 226 107.0482 132.179U
67 be 217 854.7503 460.5204,
6 does 215 65.3684 342.3181
6 out 208 282.5657 19.68b2
70 big 207 48.5357 517.3701

.71 who 207 303.6174 30.7453
72 her 206 409.4527 101.0435

- 73 look 202 53.7938 408.320'J

74 eat 200 8.2241 4471.9739
75 was 2004 1323.4072 953.6322

*76 daddy 185 .5393 63094.1140
77 say 182 , 67.9500 191.4201
78 think 181 58.3777 257.5682

44
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79
80
81
82
83

good
him
he's
down
his

174
174
171
168
166

108.0009
487.9188
16.852'

120.66'
943.3 6

39.0707
201.9731

1409.947w
18.5686
640.5565

*4.84 uhuh 163 . -.89 34519.4880
85 just 164 117.5643 16.1953
86 baby 158 8.3589 2678.8660
87 let 151 51.7714 190.1881
88 didn't 150 54.0634, 173.2415
89 come 149 484.9375 48.3179
90 has 149 128.8295 98.3447
91 isn't 148 13.0777 1391.9927
92 you're 148 20.3580 800.2968
93 house 147 79.6795 50.8786

*94 lookit 144 .4045 50980.2180
95 would 143 365.9054 135.7314
96 more 142 298.7643 82.2550
97 book 130 26.0205 415.5075
98 girl 128 29.6607 326.0412

*99 gonna 128 2.1571 7341.3689
100 tape 128 4.7188 3220.8247

C

45
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The only word in the first 100 words in ERICA not

occurring in V-11 at all was the word 'Erica', so aczalally

this list goes to rank 101 from the original list. A

number of words, especially proper nouns, seem spacial to

ERICA, and these words (starred in Table 6) contribute the

bulk of the enormous chi-square sum of 2,347,036. Striking

these special words from the data, and recalculating,

yields a chi-square sum of 206,000. Tnis is still

unacceptable, but it indicates that it may be possible to

Isolate some of the differences between written and spoken

English. For example, some of the difficult cni- aquare

contributions in the second run come from the high

frequencies of contractions in ERICA. The word 'what's'

contributes about 40,000, and 'that's' contributes Saline

31,000 to the 208,000 chi-square for the second run; these

two words are the most generous contributors.

VII, DICTIONARY CONSTRUCTI,W

A conceptually important fact about .the syntactic

study undertaken in this work is that wards were put into

grammatical categories apart from the contexts in which

they arose. This differs from the technique used Dy

Elizabeth Gammon in her study of basal readers (3).

Dr. Gammon looked at each sentence individually, and gave

EIS
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each sentence a "sentence type based on now it acpeared

that the words functioned in that sentence. Ot course,

given words may well be used differently from sentence to

sentence, and this occurred in Gammon's work.

When a word functions differently in different

sentences, I call the word lexically asblouous. This

phenomenon is illustrated by the sentences:

1) There is snow on the ground
2) It will snow tomorrow.

Accqrding to the usual grammatical categories, the word

'snow? is a noun in 1) and a verb in 2).

The real difficulty with classifying tne words

individually in each sentence, as Gammon did, is that it

leaves unanalysed the crucial 'task of now one knows when a

word is performing one syntactic function and not another.

Lexical ambiguity is very widespread if one takes as a

measure the number of multiple listings that words have in

standard dictionaries. A theory of language must begin to

account for the ubiquitous ambiguity of natural language in

some way that makes it more than merely tiresome.

My partial solution is to create a dictionary for

ERICA with multiple listings for a good portion of the

words. In doing so I have not included all of the

(3) A ,Syntactic Study 21 11111=gau Readers, by

Elisabeth Macken Gammon, Technical keport No. 155, June

22, 1970, IMSSS.
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possibilities, or even all tne ones that are ,ro'bably

represented in ERICA. To have done so would nava obscured

the results. The point is to implement in some detail a

theory of lexical ambiguity, and to show how it might work

in many cases, without letting the details become

burdensome. With 78,000 word occurrences in ERICA, eve

occurrence of every word cannot be examined readily.

NoTATION: In the dictionary, each word is

associated with a grammatical classification string. This

'n'string may be one classification; e.g.,
.
n stands for

noun in the dictionary. Or tne classification string may

be several classifications separated by commas. II, V

would be used for a word that could be eitner a noun or a

verb.

Sometimes words (i.e., stri.-4gs of wor.. characters)

are contractions. the pedestrian view is that contractions

are two or more words that have been rua togetnar. fur

example, 'you' is a personal pronoun, and nence has the

classification '2ersp'. Supposing 'have' is a verb,

it wouli have the classification 'v'. Tne word

'you've' is the contraction of 'you' with 'nave' and

has the classification 'persp#v*. (File symbol se sta,las

for a space in the classification.) Enis notation merely

says that 'you've' is to be thought of as 'you have'.

The situation is, however, complicated by the fact that

8
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'have' can be either a verb ("to pcpsess") or an auxiliary

verb and is thus classified 'v,aux'. 1nis means chat

you've' can be 1) a personal pronoun followed oy a veru,

or 2) a personal pronoun followed by an auxiliary. The

correct classification is tnerefore 'perspiv,persp.aux'.

To illustrate this in a sentence, consider:

) You've seen him today.

Looking at tne relevant portion of the dictionary;

WORD GRAMMATICAL CLASSIFICATIOA11.4.011..10
him persp
seen
today adv (adv is the symbol for adverb)
you've persp#v, persplaux

Using i program written for the task, I look up the

classifications and obtain

1) perspi/v,persp0aux v persp adv

as the aalAguslo lexical form for *Y. Elie ambiguous

lexical form 1) is shorthand for saying that *) is eitnar

2) persp v v persp
or

3) persp aux v persp adv

The strings 2) and 3) are called alternativl terminal

forms for *). If the lexical form has only one

alternative form, then I small call it the lirminal 491m.
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The pnrase 'te nal form' thus refers not to tne-original

utterance but rath to the result of replacing the words

in the utterance by tneir respective grammatical

classifications in the dictionary. Tne Gammon method would

have classed ) as 3), us bypassing the lexical ambiguity

that allows 2) as an alter attys.

Dr. Gammon has told me privately she assumes that

every utterance has a sing).e terminal form, or at least-a

best one given the context of its use. While tais

assumption is useful, it is unsettling to me to leave the

determination of tne "best" terminal-form as a part of the

given upon which a linguistic experiment rests. In

Chapters 4 and 6 I try to resolve the natural amoiguities

that arise from using the same words in differeat ways, so

to a certain extent I am tryin9 to use this itssumpcioli.

Even so, Gammon's assumption is entirely too simple. lc.

assumes that ambiguities are only apparent, that an

adequate theory would always make a single selection. 'Irwin

I have laid out the necessary formal details, I shall try

to argue that ambiguity plays a forceful and important rola

in natural language.

I have tried to give a reasonable sample of lexical

ambiguity in my dictionary, but I certainly have not been

as thorough' as the most meager commercially available
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VIII. WORD CLASSIFICATIONS

Each word in'the ERICA vocabulary has a grammatical

classification string associated with it, according to the

conventions described in VII above. Appendix 4 gives the

dictionary for the complete corpus.

The same symbols are used for ERICA aad the ADU..r

dictionaries. This is not to say that all the speakers

necessarily have the same grammar or use lanyuage in the

same way. the point is that they communicate, au our best

hope of understanding how is to assume a common lexicon.

I include here both the fundamental syntactic

categories and the entries tnat indicate multiple

classification. Table 7 gi'ves the categories and their

intuitive meanings. Table 8 gives the eatries as I have

them in the dictionary. Table 9 breaks down the multiple

classifications into the fundamental categories, counting

for example words that could be used as nouns. Hence the

numbers Table 9 do not-sum u2 to the t,)tal number of

types inERICA, wnich is 3,168.

51
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TABLE 7

FUNDAMENTAL SYMBOLS USED Ii ThE DICTIONARY tOR Ec,ICA AND ThL1A

INTUiTIVE MEANINGS(*)

SYMBOL MEANING AND EXPLANATION EXAMPLI.;(S)
INNOMONIO

adj common adjectives good

adv adverbs well softly

aff affirmative words yes uhuh

art articles a an tne

aux auxiliary verbs have did be

conj conjunctions and but

int interjections bye ,larn

intadv interrogative adverbs now when

inter interrogative prwiouns ,rho whom

link linking verbs be
(aria it3 inflections)

uiller shat tomist miscellaneous words that
defy classifiction
(examining the contexts
was unilluminatinj)

mod modal verbs

n common nouns

neg negating words

padj possessive adjectives
made from either common
or proper nouns

can cause wanna

house cat

no not

°ear's erici's

* Recall that uppercase letters are mapped into
lowercase.
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p ersp personal pronouns

pn proper nouns

prep preposition

pron pronouns other than
personal and interrogative

pronadj adjectival form of
a pronoun

i you him

africa tom

except from

anything someone

his somebody

qu quantifying words all both
and cardinal numbers one two

verbs other tnan linking
model, and auxiliary

<undef) for unintelliyible words
and phrases

5:3

bake fit

Q
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TABLE 8

NUMBER OF WORD TYPES CLASSIFIED IN VAAIOUS LEXICAL 4...NE6CAIES

(
'INCLUDING FUNDAMENTAL AND COMPLEX SYMBQ-E.

SYMBOL FREQUENCY
CORPUS ERICA AlDk.:L

n

adj
pn
adv
int '

padjeniaux,nOlink
nor
qu,pron
padj,pn0auxonOlink
prep
misc
pron
mod
conj
persp
Aft
pronadj
preptadv
linktaux
perspOmod
mod /nay
persp0auxoperspOlink
vomod
pronifaux,pronOlink
auxOnegtlinkOneg
neg
vtaux
intadv
vfnegemodOneg
art
inter/lauxtinterOlink
n,adj
perspOvopersp0aux
qu
'inter
modOpersp
preptconj
pron#mod

al

1462
651
305
161
bb
76
72
3,5

34
30
23

87d
354
139
96
35
58
31
20
27
18
15

1337,
b01
491
143
81

.41

54 .

32
33

.17.5

22
21 11 I J

19 13 15
18 17 17
115 8 1-)

16 15 lj
15 12 10
13 10 14:

IJ 9 10
8 7

,
8

5 .8
7 5 7

7 7 7.

7 a a
6 5 t)

5 4 4
5 5 1.3

5 5 5
4 4 4
4 3 4
3 3 3
3 .3 2

.3 1 .3

3 / 0 3

3 3 i

2 2 2
4 2 2

Z 2

2 1 1

54
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(undef> 2 2 1

advilink 1 1 1

intadviftod 1 1 0
intadvinink 1 0 1

intadv,auxeintadvilink 1 1 1

interftal 1 1 0
inter0persp 1 1 0
interoporap 1 0 1

modfpron 1 1 0
Nadv 1 1 1

padj 1 1 1

persp lad j 1 1 1

pronilaux 1 0 1

v0p4rap 1 I n
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TAJLE 9

FUNDAMEWAL SYMBOLS AND CONCATENATIONS IN THE ERICA DICTIONARY

SYMBOL
CORPUS

FREQUENCY
ERICA ADU4AWM1101,010.,

n 1502 ao 1373
699 385 644

adj 308 140 294
pn 161 96 143
padj 103 51 80
adv 97 45 92
int 70 58 47
nfaux 72 32 54
n #link 72 32 54
'prop 53 40 4d
qu. 37 30 J6
prep 35 27 34
pn #aux 30 1b 25
pnflink 30 18 25
mod 25 23 23
misc 21 11 13
con j,

persp,
aff,
pronadj

18
18
15
14

10
16
12.

11

18
17
10
13

auk 13 12 13
modfneq 11 8 11
persp #aux 10 7 10
link 8 7
perspfmod 8 5 0
perspOlink 7 7
pronfaux 7 a 6

b 5
0Auxfneq 5 4 4
link/ nog 5 4 4
nem 5 5 5
intadv 4 4 4
vineg 4 3 4
art 3 3 3
interfaux 3 3 2
inter #link 3 3
inter 3 2 3
persp4v 3 0 3
intaivflink 2 1 2
modOpersp 2 2 2

rc
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pronOmod 2 1 1

<undef) 2 2 1

advOlink 1 1 1

intadvOmod 1 '1 0
intadv0aux 1 1 1

interAmod 1 1 0

interOpersp 1 1 0
mod Apron 1 1 0
v#persp 1 1 0MIN
Totals* 3,509. 2,055 3,133

WO011oi
* The counts in this table represent the number of

words that could take a cartain yrammatical class
(fundamental or concatenation). hence, the sums Are
greater than the actual number of worus in the appropriate
portion of the corpus.
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IA. GOODNESS-Of-r IE TESTS CN ERI.:A

AND ADULT DICTIONARIES

4

It is a reasonable hypothesis that the adult_ and

child have similar frequencies of usage of words. Using_

the common 1,552 words of the ERICA and ALUidr vocabularies,

I constructed a 2-by-1,552 contingency table, and found

that this hypothesis was untenable. With 1,551 degrees of

freedom, the chi-square was 13,169.04420, whicu must be

rejected at any reasonable level or significance.

Wnile Erica and the adults do not use indiviaual

words with similar relative frequencies, tney use words

from the various grammatical categories in similar

proportions. Thus, while tne words 'dog" and 'cat' may,

for example, be used more often by Erica tnan by tne

adults, nouns (any nouns) are used similarly. cable 10

gives that contingency table, showing a chi-square of

53.7626 for 53 degrees of freedom, roughly significant to

5Q percent, obtained by ta'<ing the aJserved A.requel.cies

from the complete corpus as a predictor of the frequency in

the ERICA portion alone. Table 11 snows the same results

for predicting the ADULT frequencies from tAe complete

corpus. This includes the grammatical classes tnat

fewer than 5 members, a practice that is usually back zorn.
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TABLE 10

'PREDICTING ERICA LEXICAL CLASSES FROM ADULT LEXICAL CLASSES

LEXICAL CATEGORY Adult
Observed

Erica.
Observed

Erica
Expected

Chi_
square

n 1337 878 864.13 .22

ad)
601
291

354
139

388.44
188.08

3.05
12.81

Iv

pn 143 96 92.42 .14
adv 81 35 52.35 5.75
int 47 58 30.38 25.12
padjofaux,nflink 54 32 I 34.90 .24
hey 32 20 20.68 .02
qu,pron 33 27 21.33 1.51
padj,pnfaux,pnflink 25 18 16.16 .21

prep' 22 16 14.22 .22
misc 13 11 8.40 .80
pron 15 13 9.69 1.13
mod 17 17 10.99 3.29
conj 16 a 10.34 .53
porsp 15 15 9.69 2.90
aff 10 12 6.46 4.74
pronadj 12 10 7.76 .65

preptadv 10 9 6.46 1.00
link, aux 8 7 5.17 .65
perspImod 8 5 5.17 .01

modIneg 7 5 4.52 .05
perspfauxoperspflink 7 7 4.52 1.35
vosod 6 6 3.88 1.16
pronfaux,pronflink 5 5 3.23 .97
auxOnegglinkIneg 4 4 2.59 .77
nog 5 5 3.23 .97
vtaux 5 5 3.23 .97
intadv 4 4 2.59 .77
vfnegtmodfaeg 4 3 2.59 .07
art 3 3 1.94 .58
interfaux,interdlink 2 3 1.29 2.26
ntadj 3 1 1.94 .45
perspfv,perspfaux 3 0 1.94 1.94
qu 3 3 1.94 .58
inter 2 2 1.29 .39
modOpoxsp 2 2 1.29 .39
preptconj 2 2 1.29 .39

5!)
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pronOmod 1 1 .65 .19
<undef> 1 2 .65 2.84
advflink 1 1 .65 .19
intadvfmod 0 1 0.00 1.00
intadv #link 1 0 .65 .65
intadvfaux,intadvflink 1 1 .65 .19
inter mod 0 0 1 0.00 1.00
interOpersp 0 1 0.00 1.00
inter,oersp 1 0 .65 .65
mod /prop 0 1 0.00 1.00
ntadv 1 1 .65 .19
padj 1 1 465 .19
persp,pronadj 1 1 .65 .19
pron#aux 1 0 .65 .65
vfpersp 0 1 0.00 1.00

observed sum 1 2,867
observed gum 2 s 1,853
expected slim 1,853.00
chi-square sum 89.98

4;0
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TABLE 11

PREDICTING ADULT LEXICAL CLASSES FROM ERICA LEXICAL CLASSES

LEXICAL CATEGORY Adult
Observed

Erica
Observed

Erica
Expected

Chi-
square

n 878 1337 1336.44 .00
v 354 601 538.84 7.17
adj 139 291 211.58 29.81
pn 96 143 146.13 .07
adv 35 81 53.27 14.43
int 58 47 88.28 19.31
padjenfauxonflink 32 54 48.71 .57
n,v . 20 32 30.44 .08
qu,pron 27 33 41.10 1.60
padjepn0auxon,link 18 25 27.40 .21
prep 16 22 24.35 .23
misc 11 13 16.74 .84
pron 13 15 19.79 1.16
mod 17 17 25.88 3.04
conj 8 16 12.18 1.20
persp 15 15 22.83 2.69
aff 12 10 18.27 3.74
pronadj 10 12 15.22 .68
prepeadv 9 10 13.70 1.00
linkeaux 7 8 10.65 .66
perspOmod 5 8 7.61 .02
modPneq 5 7 7.61 .05
perspiauxoperspOlink 7 7 10.65 1.25
voted 6 6 9.13 1.07
pron'aux,pronflink 5 5 7.61 .90
auxineblinkOneq 4 4 6.09 .72
nog 5 5 7.61 .90
veaux 5 5 7.61 ----/ .90
intadv 4 4 6.09 .72
vOneqemodOneg 3 4 4.57 .07
art 3 3 4.57 .54
interOauxeinterflink 3 2 4.57 1.44
Nadi 1 3 1.52 1.43
pespOveperspfaux 0 3 0.00 9.00
qu 3 3 4.57 .54
inter 2 2 3.04 .36
modipersp 2 2 3.04 .36
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prepoconj '2 2 3.04 .36
pronOmod 1 1 1,52 .18
(Undef> 2 1 3.04 1.37
advilink 1 1 1.52 .18
intadvimod 1 0 1.52 1.52
intadv #link 0 1 0.00 1.00-
intadviaux,intadvilink 1 1 1.52 .18
inter/mod 1 0 1.52 1.52
interipersp 1 0 1.52 1.52
interopersp 0 1 0.00 1.00
modOpron 1 0 1.52 1.52
n,adv 1 1 1.52 .18
padj 1 1 1.52 .18
perepopronadj 1 1 1.52 .18
pros:faux 0 1 0.00 1.00
vilpersp 1 0 1.52 1.52

observed sum 1 a 1,942
observed sum 2 2,956
expected sum s. 2,909.53
chi - square sum 212.14

6 2
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CHAPTER 3 -- eORMAL DEVELOPMENTS

I. GENERATIVE GRAMMARS

This chapter is devoted to standard concepts and

results of the theory of generative grammars as well as

some notational matters.

Let V be a set of symbols. nen, V is the set

of all finite sequences of elements of V, ,including the

empty string, which is denoted by e Such finite

sequences are sometimes called strings.

V+ denotes V - E }. Small letters a,b,c are

variables ranging, over members of V..

A structure

G <V,f,S,P>

is a generative grammar just in case G satisfies ;..le

conditions:

1) V is a finite nonempty sat of symbols,

the vocabulary;

2) T is a nonempty subset of V, known as the

terminal vocabulary;

Then, let the nonterminal vocabulary VN = V-f.
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3) S is a distinguished element of VN, called

the stars symbol;

4) P, the set of Productions or rules,

is a finite subset of the set V+ X V*.

Let T+ be the set of all finite non-empty terminal

strings. Further, if <a,b> F P, then I write (informally)

a -> b

to indicate that this is a production in P. The symbol a

is the left -hand, sag (lhs) of <a,b> and b' is the

right-tend 2412 (rhs) of <a,b>.

If eye are strings in V*, then b 12 immediat9lv

produced from a if-and only if there is a subsequence a'

in a and a subsequence b' in b such that b is the

result of substituting b' in a for and such that

-> b'

is a rule in P. rile intuition here i3 that an immediate

production is what one obtains by replacing into some

string for the left-hand side of some producLion by the

right-hand side of that production.

6,1
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If a,b are in V' , then b is derivable from a if

and only if tnere exist

al, a2, **Op an

such that

for some n

a (immediately) produces al

al produces a2

a2 produces a3

an produces b.

The sequence <ate)) Kal,a2 >, p<an,o) is called a

aerive0on of b um a.

As an example of these ideas, consider the

following grammar G that generates a few English

sentences.

G gs <V,T,S,P>

where

ant,

V = [S,NP,VP,N,ART,V,a,the,b6yggirltsees,Knows,runsj

T { apthegboyggirl,seeseknows,runs} ;

hence, the set VN of non-terminals is

VN [S,NP,VP,N,ART,V};

S is tne start symbol (for mama)

rf')1)
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and P contains the rules

S -> NP VP

NP -> N

NP -> ART N

VP -> V

VP -> V NP

N -> boy N -> girl

ART -> a ART -> the

-> runs V -> sees V -> knows

Hence, S produces NP VP. Also, the string

the boy

is derivable from the string NP. This relationsnip is

denoted by

NP ==> the boy

where G (a reference to the grammar) may be omittea when,

the grammar i clear.

The set of noun phrases is the set of all terminal

strings derivable from the symbol NP. What we are

interested in is the set of terminal strings in T+ that is

derivable from the start symbol, i.e.,

{a E T+ I S =a> a}

Tnis is the language of the grammar G, denoted oy L(G) .

Usually, when I say 'derivation' I mean derivation from the

13 6
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start symbol to a terminal striny. It grammars G1 and G2

are such that L(G1):L(02), then G1 is said to be eQuivkleat

to G2.

The following strings are in L(G):

boy runs
the boy runs
the boy sees the girl
.he girl sees the boy

Notice that the definition of derivation allows

several sequences that are derivations for 'boy runs'. Two

of them are:

1) <SIN? VP> <NP VP,N VP> <N VP,N /> <iv Vi
<boy V, boy runs> \,

2) <SINP VP> <NP VP,NP V> <N? V,NP runs> <NP runs,N runs)
<N runs,boy runs>

In the above, 1) and 2) differ only in Nozdar"

that the rules are applied, and tney seam L'(.; be "one

derivation in two different orders". 4nat is needed is a

notion of "derivation" that selects only oae of these. Tne

notion I use is-that of a left-most derivall2a.

A derivation is a left-most derivation just irA

case, in each pairi of tne sequencel.the substitutio. is

made for the left -most possible sequence of symbols from

a substitution could be made. dotice that 1) is

left-most, and 2) is rlsht-mosq, admitting the symmetric
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concept. The concept of left-most derivation is not

readily useful with all Kinis of grammars.

Different kinds of generative grammars are obtainea

by putting restrictions on the production rules that may bld

in P. A type-0 or recursively enumerable grammar has no

further restrictions placed upon it. A type-1 or

bontext-spnsitive grammar has only the restric-ion that if

<a,b) is in P than lb: >lc lal,where at is the number of

symbols in a, the ,length ,of a. A type-4 or conteAt-free

grammar is context-sensitive plus if (a,b) is in p then

la1=1; further, only non-terminals may occur on . the

left-hand side of the derivation. j (In fact, it is

sometimes the practice to define the classes of terminals

and non-terminals from the productions in a context-free

grammar. rnis is the way a compiler would handle the

compilation of a program in, say, ALGOL.) AOtiCd that the

above grammar G iscontext-feee. A type-3 or reuular

grammar, is context -free, plus if <a,b) is in r then io is

either of the form

or of the form

tv

where t is a terminal and N is a non-terminal.

addition, other grammars of various intermediate strengths
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are possible.

\II am concerned exclusive y wi6n context -tree

-grammars. These grammars are easlily createu and Parsing

pr,..,.;ams can be easily written for context -frame grammars.

(Usually I say 'cfg' for 'Context-free grammar', 'cll.' for

'context-free languages.) Moreover, set-theoretical

semantics aplies very naturally to cfg.

nor cfg, it can be shown that a.string nes any

derivation, then it has a left -most Ine'sense

of "one derivation in sev.t-ral different orders is

correctly captured by the notion of left-most derivation.

When I say 'derivation', unless otherwise noted, I mean

'left-most derivation'.

II. THE RELATION OF GFNERATIVE GmANIXAs.S ro AU.,,AirA

A conceptually invortant fact is ;hat the rA.ation

between the theory of generative grammars and tne theory of

automata is well unierstood (1). I shall say tnat an

automaton recognizas a laaguage if and only if tile

automaton, given an input string, stops and returns a CRUE

the string is in the language. In particular, regular

languages are representable by finite automata (an.:

-
conversely); and context-free languages are reoresentabl

(1) See, for, example, Hoperoft and Ullman, Formal
Lan mmal and Their te12112a to Automata, Keacting, Mas3.,
1969.

G9
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by push-down automata (and conversely). Every

context-sensitive language is recognized by some Turing

machine that always halts, so that context-sensitive

languages are recursive. The converse isinot the case,

however, since there are recursive seta that are not

context-sensitive languages. Each tyi,e-0 language is

recognized by some Turing machine, but the machine may not

necessarily halt on a string not in the sat in question

(hence the name "recursivelyienumerable").

III. DERIVATIONS AND TREES

While the notir Of a left-most derivation is the

formal definition of derivation" that I want to use,

informally the concept ojt a tree (2) is far superior.

take it that the idea of a tree is sufficiently in,.uitive

to require no further,explanation, except to give a few

examples.

In the above! example of the :fg G, Consider the

derivation of 'boy runs'. This can be represeuteu try the

I S
tree

TIP 'VP

AR/ \ ^1 1/

I !

the boy runs

(2) See [Suppes-2] for a tree-oriented app;roacn.
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Note that each of the (non-left-most) derivations yields

this same tree. It is possible to define the notion of

tree and proceed to show tnat, for cfg, tnere is a one-one

correspondence between loft- most - derivations and trees.

It may happen that there are two or more left-most

derivations for a strinc, according to a cfg. Consider the

grammar G. o.tained from G above by sac:ling tne rule

S -> ARr N VP

Then, the sentence

the boy runs

has two leftmost derivations:

1) <S,NP VP> <NP VP ,ART N
<the N VP,the boy VP>
<the boy VP,tne boy V>

2) <S,ART N VP> <ART N VP,
<the boy VP,the boy V>

VP) <ARC N VP, ,he N VP>

<the boy V, the boy runs>

the ii VP> <tne N VP, the nog VP>
<the boy Vothe boy runs>

Each derivation is represented by a different tree, viz.:

S

/ N
NP

IIP

/ N
ART N

1
1

V

the boy

runs

71
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when a string has t4o or more (le,/t-most) derivations, _the

string is said to be grammatically amoiguous. A grammar

G is grammatically ambiquoueif and only if some string

in L(G) is grammatically ambiguous.

As a nqtational device, partition the set ? of

productions into rul, classes such that all elements of the

same 'rule class have the same Ins. Then number

(arbitrarily) the classes in the partition so that-each Ins
-----

has a number i, and further, gime-eah--ile in each class

a number j. Thus", a rule is uniquely represented by the

pair (i,j), called the label of the rule; and all rules

having tne same lhs have the same number i, and no two

rules with i as the first element of the label have the

same number j as the second element of the label. It is

then possible to denote a derivation by a sequence of

labels (assuming that\we are searting witn the start symbol

and that the dr-ivation will be leftmost.)

If I label the rules in G by tnis scheme:

(1,1) s -> np vp
(2,1) np -> n
(2,2) np -> art n
(3,1), vp -> v
(3,2) vp -> v np
(4,1) art -> a
(4,2) art -> the
(5,1) n -> boy
(5,2) n -> girl
(6,1) v -> runs
(6,2) v -> sees
(6,3) v -> knows
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then the left-most derivation of 'the boy sees the,girl'

may be represented by the label sequence

(1,1) (2,2) (4,2) (5,1) (3,2) (o,2) (2,2) (4,2) (5,2) ,

IV. CHOMSKY NORMAL FORM GRAMMARS

If a cfg G is such that eacn rule in P is either

of the Vireo

A -> a

or of the form

A -> B C

then G is said to be in Chomskv normal form. Every cfg

4,has an equivalent grammar tnat is in Cnomsky sisal form.

Moreover, it is possiole, given a Cnomsky normal form

grammar G' tnat represents a .grammar G, to obtain a

derivation in G from .a derivation in G'.

V. LEXICAL .AMPLIFICATION OF CONTEXT-FREE GRAMMARS

/My syntactic theory for the ERICA corpus is zil4nly

dependent on the use of a dictionary to classify words

according to grammatical categories. When an utterance is

to be parsed by the grammars I use, tne utterance is first

converter' to its lexical form (which may be 'shorthand' for
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several alternative forms). The grammar tnen sees only the

alternative forms and never sees the original utterance.

The vocabulary V of the grammar does not contain the

actual words in tne utterance but only symbols for the

grammatical categories, plus additional symbols.

It represents a philosophical-psycnological

question as to whether the dictionary exists separat4iy

from the grammar (as I believe) or as only a snortnand Lor

rules in the grammar. I will discuss this further in

Chapter 4.

I shall say tnat G admits of Itexical simplAllotion

just in case:

1) there is a non-empty subset DP of the set
of rules P such that. for each p F DP, p is of
the form

A -> d

where A is a non-terminal, and d is a terminal of G

2) ,let D = d : A -> d is in DP }, called
the set of lexical symbols. Tnen, no d c D occurs in
any rule in P - DP .

Many of the grammars useful for natural language

admit to lexical simplification.

74
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The gain, computationally, is that a different procedure

can be used on the set D of symbols taan the procedure

used for the grammar as a whole, provided a large number of

symbols get put into tne class D (3).

Clearly cfg exist that cannot be lexically

simplified. One such case is the grammar consisting of the

following productions:

(1,1) S -> A B
(1,2) S -> a c
(1,3) S b c
(1,4) S -> a
(1,5) S b

No non-empty set DP can be constructed, since the symbols

a and b occur in rules (1,2) and (1,3) respectively.

Hence, adding a lexicon to this grammar is impossible. A

different grammar for the same languagt would, peraaps,

allow a lexicon. But the lexicon should not change tne

structure -of derivations in the language, only simpify

them.

The conceptually interesting fact aoout lexical

(3) Programming languages such as Ai,GuL-6() oiten
have their syntax defined is terms of context-free
grammars. According to such definiLions, one would believe
that the parser for au AA.G0L-00 compiler ran straignL
through the derivation of the program during compilation.
In fact, this is not the case with any actual compiler I am
familiar with. 'la practice, compilers take advantage of
many things about the language in order to gain greater
efficiency. An example is the aearcn for numbers and
arithmetic expressions in tne program. This searc.-i is
customarily implemented by a different routine that looKs
especially for expressions, and replaces tnem before
actual parser sees them. rids is a 1ogous to navin; d

dictionary system for natural lan 4e.

/0
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simplification is that it can greatly reduce tne 'parsing'

machinery when the surface lanvage has a very large

vocabulary that can be classified (peraaps with great

overlapping) into a relatively small number of "grammatical

categories". Moreover, if this is happening we have, among

other things, the basis for probabilistic theories of

sentence production, based upon the probability of uttering

lexical forms rather than actual strings of words.

7(3
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CAAPTER 4 -- A GRAMMAR eoR EAicA

I. NE SIMPLE MODEL

There is a straightforward way to generate a

probability space from a cfgs assign a non-zero parameter

to each rule in the grammar and require that tne parameters

for each class of rules with a given left-hand-sila sum to

1. It is easy to see that this generates a non-zero

probability for eacn sentence in L(G), and that tne sum

of the probabilities over 1,(G) (possibly an' infinite
A-0

set) is 1.

For example, consider the 9rammar -G

G = <V,E,NP,P) , where

V is NP,AJJ,ADP,N

and

T = ( ADJ,N 1

and P has the rules

(1,1) NP -) N
(1,2) NP -> AJP N
(2,1) ADP -> ADJ

1 (2,2) ADP ADP ADJ

(this is a noun-phrase grammar).

Then L(G) is 'nfinite since rule (2,2) may 13,1.

applied recursively so that for each natural number. n,

77
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ADP .z> ADJ ADJ
G n times

(sometimes uenoted ADJ

and hence

NP gm> ADJ n N
G

for each natural number n.

Suppose we assign the following probabilities to the rules

in P:

DISTRIBUTION D TO RUES IN GRAMMAR G

Rule Probability..
(10) .6
(1,2) .4

(2,1) .7
(2,2) .3

(this is not unreasonable);

then the noun phrase

*) ADJ ADJ N

is parsed by the tree T*:
NP

ADP

ADr ADJ

ADJ

I shall say that the conJiti=a1 probability of applying

7 8
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rule (i,j) given that some rule in tae i-class is to be

appliedis the parameter associateu with (i,.;), and I

denote this parameter b[i,j]. the probability associacgd

with a tree T is the product of the parameters of the

sequence of rules that generates T. Hence, the

probability of V* is the expression:

P*) b[1,2] 11b[2,2)*b[2.,1j

which evaluates to '.084 for the distrioutioa i given above.

II. PROBABILITY AND LINGUISTICS

While L(G) is infinite, the probability of

generating the noun-phrases of increasing lehgtn decreass

geometrically. .most of the probability is repres,anted

the noun-phrases in tne following list:

NOVA PHRASE
.....

PROBABILITY (by Discrioution D)

n .6

adj n .28
adj adj n .084

adj adj adj n .0252

total .13892

Thus only about ocie percent is shared by the remaining

infinitely many noun pnrases in G under the

distribution. It is the thinness of the tail 44 the

79
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distribution of noun phrases (or sentences) that makes it

plausible to use cfg in predicting finite samples of

speech. The importance of this point is that it commits us

to dealing probabilistically if we are to make sense of the

idea that cfg can describe linguistic behaviour. roam

Chomsky (1) often proposes infinite grammars as models for

speech (though he might not say it'was a model), but at the

same time shuns probabilistic treatments of grammar as

being inappropriate. The data, however, are clear on this

much: given a system (such as my dictionally) for

classifying sentences, the noun-phrase

ADJ N

is more likely than

Ai. ADJ N

and

ADJ 1000 N

has virtually no of being found. So we clearly

cannot hold that ali sentences in ii(G) are equally

likely. If we want to examine the phenomenon at all, the

only plausible explanation, given the acceptability of

context-free grammars as models for s,)eecn, is to affix a

...... .0111,
(1). See Noam Cnomsky, ",Quine's Empirical

Assumptions in Words and Oojections: Essays on the Work
Of W. V. quine, D. Davidson and J. Hintiicka (editors),
Dordrecht, Holland, 1969, pp. A-u8.
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probability measure to the rules of the grammars used to

model the speech. ,

In the event that a given sentence-type has tWo or

more trees generated by-a grammar G 11 then G is said to

be grammatically amb iguous (cf. Chapter 3). A probability

distribution on a grammar generates a probability for eacn

tree. When a sentenCe.,type has two or more trees, the

obvious solution is to sum togetner the probabilities of

the trees.

For example, if we add rule (2,3)

(2,3) -> ADJ ADJ

to G above, then the probability of *) is given by

*) b[1,2]*b[2,2] + b[1,2)*b[2,3]

where 13[2,3] is the probability of (2,3). (of cours,,t,

Distribution D cannot be used unless 012,3] is 0. If a

rule (i,j) is to have probability 0, it is a suparfluou3

rule in the present context.)

The question may quite appropriately arise: why

the particular probabilistic model imposed by fixi,,9 a

probability on each rule? The a,-,swer, I Lelieva, is

inherent in the idea tnat the notion of cfg tries to

capture, if not in the formal definition itself. Tne iaea

of a cfg is that a given rule (i,j) is used to replace

81
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its left...hand side without regard to the rest of the tree

into-which the replacement ia made. Consiler the (par,..ial)

trees T1 and T2 in the grammar G:

TI:

T2:

NP,,
ADP

NP

ADP N

ADO ADJ

in relation to the rule

(2,1) ADP -> ALJ

If we suppose that (2,1) has a probabil ty 0 of bei.uj

applied to Ti , and pi of bein,j appliad to A2 , such

that p1 is not equal to p2, then I would claim tnat the

underlying grammar is actually content- sensitive since we\

are apparently looking at the "context" t) daterMif.e which

probability is appropriate. A proof of the claim might be

to show that an altprithi suitable .for determiilicig which

probability to'u9e would not be calculable, in yeneral, by

''
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a push-down aldomaton. .nether tnis woul,; be completer

. persuasive or merely begging the question is del:atable.

Talking about the probability of Nienerating a

particular sentence inherently uses "performance" language

and standards, L.. tnat we are providing a .nodel for

observed linguistic _ahaviour. As much as one might be

disposed to finding this an inappropriate approach to the

philosophy of language, the4e is this mucn to either

account for or dismiss: it is commonplace to assert

some ,things are more likely to be said than otners, and tne

hara evidence supports this completely.

this point can be illustrated by looking at two

recursive rules fro.;., the grammar GE1 tnat I hav,,

deve1;4d for use with ERICA (see 'Table 3 for the comple:P

GE1) . the rules are:

(1,2) ADJP -> A.)JP ADJ

(14,2) ADV.? -> ADV ADVP
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Rule, (1,2) is tne recursive adjective phrase rule, and

rule (14,2) is the recursive adverbial phrase rule.

Tables 1 and 2 give the sentences is the ERICA corpus that

required these rules (2).

..... *MM. 41MINO

h
(2) The method use for obtininv these results

will be explained later in tnis apter. the point of
introducing the results a ead of their explanation is to
make a point in regard to the low probability Jf long
strings of adjectives and adverbs. Inciden:ly, it is
implausible, looking at the results in Chapter 2 on the
length of utterances, that the length of the utterance
alone is a good predictor of the number of, say, adjectives
used. The fact is that the teadency to Use repeated
adjectives drops off more quickly than the tendency to
increase length would indicate.
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TABLE 1

SENTENCES IN ERICA THAT REQUIRE

THE RECURSIVE ADJECTIVE PHRASE RU.,E

GRAMMAR GE1

RULE: (1,2) Adjp -> adjp adj

FREQ No. of Sentence Type No.of Usages of Rule
['EMS (1 if blank)

11 1

7 1

6 1

2 1

2 1

2 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 5

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

adj ad.' n
adj adj adj 2

adj adj
neg adj adj
persp link art adj adj n
pron link art adj adj n
adj adj. n n
adj adj pron
adj adj ,adj n
adj adj n v prep
adj adj h v art n
adj adj adj adj adj 4

adj adj n prep art n
adj adj n mod neg v qta n
adj adj adj adj adj adj adj as.lj 7

adj adj r. conj prow aux v-art n
adv adv adj adj 5

(one per tree)
adv link art adj adj pron
art adj adj
art adj adj n
art adj adj n v
art adj adj pron
art adj adj adj n 2

conj art adj adj n,
conj pron link adj adj pron
conj persp v art adj adj pron
conj pro link art adj adj prop
int pron link art adj adj n
n link art adj adj n
persp link ,Alj adj
persp art Jj adj n
persp v art adj adj n
persp link neg adj a.ij adj 2

persp link neg qu adj adj adj
/
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1 1 pn link art adj adj n
1 1 pron link adj adj
1 1 pron art adj adj n
1 1 pron link art adj adj adj
1 1 qu adj adj n

SE:1TENCE TYPES = 39 rOKENS = 63

TIMES RULE (1,2) WAS USED = 58
TIMES USED*FREQUENCY OF SENTENCE = 88

NOTE: Due to grammatical ambiguity 1.1 the corpus,
the above statistics may be misleading.

8i)
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1

1

1
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TABLE 2

SENTENCES IN ERICA THAT AEQUIRE

THE RECURSIVE ADVERBIAL PHRASE RULE

GRAMMAR GE1

RULE: (14,2) advp > adv adv

No. of SENTENCE TYPE No. of Usages of
Trees Rule (14,2)

1 adv'dv
1 inter link adv alv
2 persp link adv aiv adj
1 adv adv adv
2 adv adv adj n
5 adv adv adj adj
4 persp-ri-n-Ka-d0 afav adj prop n
2 Aron link adv adv adj

SENTENCE TYPES = d SENTENCL4 TOKFNS 29
TIMES RULE (14,2) WAS USED = 10
TIMES USE *FREQUE :.CY = 31

2
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TABLE 3

GRAMMAR GE1

LABEL RULE

(1,1)
(1,2)
(1,3)
(14,1)
(14,2)
(21:1)
(21,2)
(9,1)
(9,2)
(9,3)
(22,1)
(22,2)
(22,3)
(22,4)
(22, 5)
(10,1)
(10,2)
(2,1)
(2,2)
(2,3).
(13,1)
(13,3)
(13,4)
(17,1)
(17,2)
(17,3)
(17,4)
(11,5)
(5,1)
(5,2)
(16,1)
(16,2)
(15,1)
(15,2)
(3,1)
(3,2)
(3,3)
(3,4)

adjp -> adj
adjp -> adjp adj

advp adjp
adv
adv advp

quart -> qu
quart -> art
adp -> adjp
adp -> det
adp -> det adjp
qadp -> adjp
qadp -> quart adjp
qadp -> quart
qadp -> det
qadp det adjp
det -> pronadj
det -> padj
nounp -> pn
nounp -> n
nounp -> pron
np -> npsub prepp
np -> npsuu conj npsub
np -> npsub
npsub -> persp
npsub -> nounp
npsub -> adp nounp,
npsub -> quart nowt,
npsub -> quart adjp nounp
vbl -> auxilp vp
vbl -> vp
auxilp -> auxil
auxilp -> auxil ney
auxil -> aux
auxil -> mod
vp -> verb
vp -> verb prep
vp -> verb np
vp -> verb np np

adjp ->
advp ->
advp ->



(3,5)
(3.6)
(3,8)
(3,q)
(11,1)
(11,2)
(19,1)
(19,2)
(7,1)
(7,3)
(7,4)
(7,5)
(18,1)
(18,2)
(4,1)
(4,2)
(4,3)
(4,4)
(4,5)
(4,r0
(4,7)
(4,8
(4,9,
i4.10)
(4,11)
(,i'2)
(4.1:1)

(4,14)
(4,1t,i

(4,10)
(4,19)
(4,20)
(4,21)
(4,22
(4,2::,)

(4,2t)
(4,25)
(4,2)
(4,29)
(4,30)
(4,31;
(4,32)
(4, 33)
(4,35)
(4,37)
(4,38)
(4,39)
(4,40)
(4,41)
(4,42)

d2

vp -> verb prepp np
vp -> verb Id prepp
vp -> verb np prep
vp -> verb prepp
verb -> v
verb -> v neA3
linkp -> link
linkp -> li,ik neg
nom -> npsub prepp
nom -> npsub conj npsub
nom -> nom1
nom -> iadp
nom1 -> npsub
nom1 -> no/11 npsub
a -> nom
a -> inLer
a -> subj vbl
a -> inter vbl
a -> subj linkp prepp
a -> inter linkp
a -> mod subj
a -> prepp
a -> li:,:p subj +alp
a -> link:: sub.; r1,1

a -1 aub7 linkp np
a -> sui,j linkb galp
a -> auxiip s'Ibj vd
a -> (1,1:), :4-, vol

a -> sun) linkp np np
a -> auxilp subj n,)
a -> auxilp subj
a -> verb
a -> iatadv auxilp subs v.
a -> intadv auxilp subj
a -> ln:adv
a -> verb subs
a -> alvp suoj auxilp
a -> subj auxilp
a -> alvp
a -> inLer suoj
a -> inter linkp sub;
a ->_tnter np vbl
a -> alvp subj vol
a -> vbl suoj prep
a -> verb subj np
a -> intadv subj vbl
a -> auxilp v
a -> advp link," subj
a -> linkp qadp
a -> inLer linkp advp

81



(4,43)
(4,44)
(4,45)
(4,46)
(12,1)
(6,1)
(6,2)

_(8,1)
(8,2)
(8,3)
(8,4)
(8,5)
(8,6)
(8,7)
(8,8)

(8,9)
(8,10)
(8,11)
(8,12)
(8,15)
(8,16)
(8,17)
(Boa)
(8,19)

83

a -> subj vp auxilp
a -> inter auxilp np verb
a -> subj linkp
a -> inter auxilp advp
prepp -> prep np
subj -> np
subj -> np prepp
s r,> a
s -> aff int
s -> int aff
s -> neg a
s -> aff a
s -> a aff
-> neg

s -> eAff
a -> int
s -> conj
s -> aff aff
s -> int int
s -> neg neg
s -> conj a
s -> a conj
s -> int a
s -> a int

9(1
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Tables 1 and 2 snow the following trend in the

sentences that use the recursive adjective/adverb phrase

rules: the tendency to use the rules cepeateuly is small.

Table 4 shows the type/token counts for the repeated usages

of these rules.

TABLE 4

REPEATED USAGES OF'RECURSIVE RULES (1,2) AND (14,2)

RULE (1,2)

e40. OF TIMES USED TYPES roicEi,s

1 31 49
2 6 12
3 0 0

4 1 1

5 0 0
6- 0 0
7 1 1

Totals 39' 63

NOTE: This counts sentence type
aiv adv adj ad;

4 only once, rather than counting for eacn of
the 5 ambiguities.
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RULE (14,2).

1 7 28
2 1 1

8 29

NOTE: This count uses 4or each sentence type the
rammatical ambiguity that had the most usages of rule
(14,2).

III. MAXIMUM LIKELIHOOD AND ESTIMATIONS

If S is a set of sentence types, together with a

non-zero frequency for each sentence type, then S is a'

sentence sample. The question, How well does cig G

describe the syntax of sample S?" is one that can be given

meaning in terms, of a probability distribution on G.

Several Kinds of tests are available to determine the

goodness of fit" of G to S. Among tnese, the method f

maximum likelihood stands out for its well-understood

properties. The method involves two steps: 1) estimating

the parameters (in this case, the b[i,j] 's) so that the

probability of S given G is a maximum; and 2) usinj

some test to evaluate the discrepancy between the observed

frequencies in the sentence sample S and tne 23Rested or

theoretical loguenAes provideu by the estimated

parameters.
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ZUven any assignment of pidbabilities to

the rules of G, such that for all

b(i,j) = 1

j

we have a probability for any sample S. If k is in S,

let FREQ(k) be the frequency associated with k. Assume

that no k in S is a lexically ambiguous form (see

Chapter 3). Then let PROB(k) be the expected probability

of k, computed by first finding the probability of each

tree for k and then summing over-the probabilities for

All such trees, as above. The probability of S is than

given oy the likelihoori equation:

Pk0J(k)

G i3 grammatically unambiguous, to :)

in S, PROB(k) is a product of some: of tne oLiejj

and the problem of firv-Ung values for Lne bLi,A

7aximize L nas a simole analytical solution (3).

If there are

's to

rules in class ttitlt. ae sr

say that this class contributes 11.14221

arameters. (This is because tne rules must sum t)

( 0) See [Suppes-1] for a simple derlVaLlon.
solution is obtained by taking the Lt(L) natur

logarithm) , computing tIle partial derivtives wiLn re,,c
to the parameters, and solving the nisulcia,4

equations.

9:3
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each class.)

For the analytic solution, we need a simple

concept, the UsAGE(i,j) of rule (i,j). for each i,j,

let USAGE(i,j) be the number of times that rule (i,j) is

used in deriving the sentences in S, weighted by the

freguenci:es. for example, if the rule. (i,j) is used on

three sentences kl, k2, and k3, with freuencies

fl, f2, and f3, and supposing tnat rule (i,j) is used

twice on k3, then USAGE(i,j) is

fl + f2 + 2*f3

The analytical solution then gives us an estimate

for each b[i,j], the parameter associated with rule

(i,j), by tne formula

b[i,j] USAGE(i,j)

USAGZ(i,j)

The b[i,j] 's then are such that L is at a ,maxim.tm (4)'.

Let G be srammaticallv ambiguous relative to a

samplQ S if and only if for some x 'in S, k nas two

or more G-derivations. (Notice that the above maximum

(4) The solution to the maximum likelihood problem
for the unambiguous case generates only probabilities that
are in the interval [OW, wnicn is, of course, the

meaningful range for probabilities. Maximum likelihood
methods often have to contend witn solutions outside of

this region.
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likelihood solution requires only now-ambiguity gf the

grammar relative to sample S under consiaeration.) It,

however, G is relatively ambiguous, then the analytical

solution to the maxLum likelihood problem is not Known, to

II

the best of my knowl dge. I. general, the expressions for

the probability of\ a given k is S will be tna sum of

produCts, and the to s of the maximum likelihood equation

become quite complica ed.

In an effort o approximate the solutions to these

equations I have used a numerical analysis program called

MINFUN (5).

*1
In my experie ce, a reasonable approximation

appears to arise f

approximation method.

what I call the

nsider a 14entence-type k wit:h

n trees, and noticed that if we had the appropriat:

weights for each of the trees, we could use tnam tc-

divide up the observedI frequency of x and tnus compute

the correct USAGE(i,j) f\or each rule (i,j). If thefe is

only a limited amount of\grammatical ambiguity (say, 1 f.1.,.

than 5 percent of S) , the to weight equally the a tre,

for terminal-form k in S seems up give values f,4 the.

bii,j) 's that are Very little different.

MINFUN-generated values. \(Cri4inally, I used the elual

weights method to prepare i;itial values for miNeuN, ,Anc

found very little improvement even after hours of si-2arcMla



the probability space for improved values.)

IV. CHI-SQUARE AND GOODNESS Oi .FIT TESTS

Any parameter estimation fixes_ a_ probability on

each sentence type k in S. It remains to test the

goddness of the fit. I used two main methods augmented by

several other statistical procedures. £he main methods are

the chi-sauare and modi d chi-sauare tests.

Millrim
(5) I would like to thank Mr. Clark Crane of tne

Stanfotd Computst Science Departn!nt for permission to use
his program MIN UN for this purpose. MIi,iUN was written in

OS/Fortran for/the ILiM 360/67. I rewrote it for use on the
PDP-10 in iort/ran.IV.

MINFUS estimates the maximum likelihood values for

the .parametiers by being fed the negative logarithm of tne
maximum likelihood equation, .as wall as the partial

derivatives thereof: I wrote several programs to perform
this monumental equation writing and symbolic

differentiation, passing, the equations to/ the FORTmA
compiler for linkage to MINFUN by the loader. Details of

this process are available on request, but are not included
here due to their basic irrelevance.

To resolve the equations that are generated, by even

a small sample S (say, tne sentence types in ERICA with
frequency >= 5) requires a great deal of computation by

MINFUN.. To deal with the enti.:e distribution is quite

impossible. Each new grammar, requires completely naw

analysis.
With 75-plus independent variables, this problem is

quite messy by tas MINFUN program. I nave experimented
with several other progfems, however, and only MINijLi has

the necessary understanding pf the problem of forbidden
122120, which arises when parameters pass into values

representing physically or conceptually impossible
situations (here, the forbidden region is probabilities
outside the region [0,1)).
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The chi-square test is well-known for its

distributional properties. Let SUM be tne sum of the

frequencies of all k in IS, and let EXP(k), the expected

frequency of to be

SUM * PROB(k)

The chi-square contribvtion k is give by the formula

CHISQUARE(k)

2

(FREQ(k) - EXP(k))
..... .....

EXP(x)

I shall say (somewhat imprecisely) taat the chi-square

112,11211s associated with a model is the sum over k of

CHISQUARE(k).

Tables of the level of si4:1ificance of -

chi - square test are commonly available in any statistics

text.

To compute the level of siinificance, aflother

important factor is /the decrees of freedom. ii.tuitiv0.1,

this is the number, of things that are beihy pzedIcted ba-

thethe model. It is t e number of senLeilce tyees less the

number of independent p ameters is the mooel, less 1

(since the fact that the probability must, sum to 1 removes

a degree of freedom). The number of independent. kparameterE

is

97
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(J-1) such that there are j rules with the
i label (i,k)r for some k

Some of the problems associated wit using the

chi-square test, are:

1) The test Should not ba applied to se lence-types

k such that EXP(k) < 5. This is a rule of thumb

resulting from the problem that S is a discrete

distribution while the chi-square is based on a continuous

distribution. To counteract this eroblem, my estimating

program grouped together the expecteJ and observed

frequencies of sentence-types k where EXP(() < 5. Tne

grouping was done somewhat arbitrarily. I am notrea2.11

happy with this soiution oz groupin., unless Lai,.

sentence-types can be grouped according to soma criterion

that makes the group plausible.

2) The chi-square test is unrealistically sensitive

to sentence-types with smaller expected frequencies. This

is because tne cni-square is a continuous distribution, but

the applications often made are to discrete distributions,

as is the case here. An attempt often made to correct for

this manifestation of the continuous nature of chi-square

is to subtract a small value from the term

FREQ(k) - EXP(k)

98
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used in the numerator of CnISQUARE(k). This correction 19S

continuity has little effect on the cells at the top of the

distribution; it is largely felt at tne bottom where the

disparity between the discrete and continuous distribution

is greatest.

The second method usad for determining tne goodness

of fit is the modified chi - square, which simply reverses

the role of EXP(k) and FREQ(k). the contribution of k to

MCHI2 is

2

(fREQ(k) - EXP(K))
MCiiI2(K) -

FREQ (k)

The point of the modified cni-square is to minimize thy;

effect of a few cells with very small expected freiuency.

V. GEOMETRIC MODELS kOR CrG

The model for a cfg that has j-1 independent

parameters for each class i of rules of cardinality j

is called the full parameter, model. It is, howevz2r,

possible to use only one parameter per class oy

rules (i,j) according to USAGE(i,j) and applyiny one ox:

several distributions that use only one parameter. I;t

99
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Appendix 1, several models for the length of utterances in

ERICA are discussed. Examination of the properties of the
/-

several distributions used in Appendix 1 (geometric,

poisson, negative binomial) quickly reveals that the

geometric is the moat plausible. The method I used for

applying the geometric distribution to,cfg is: order the

rules ii,j) in a given class i, remove unused rules

(which therefore have probability 0), and apply th4

geometric distributioni.e., with a single parameter b

the probability assigned to the top rule in the class is

(1-b); tokthe next, b*(1-b); to tne third, tr2*(1-10,

and so on. The last rule gets all tne remaining

probability, hence the distribution is a truncated

_geometric. Then solve for the value of b that maximizes°

the probability tnat the USAGE distribution was obtained,

given the geometric model.

Most classes of rules lend themselves quite well tO

the geometric model, and tne chi-squares are little

different. The gain, statistically speaking, is in the

number of independent parameters involvea in the model.

Some classes of rules nave 40 members, and to predict the

USAGE's of all these with only one parameter is somewhat

impressive. Conceptually, it suggests a mechanism for

syntax generation based on the class of rules that'can

effect a certain replacement (e.g., the rules that replace

100
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the noun phrase with a pronoun, a noun, a determiner -noun,

etc.

Since variou3 motels have difierent numaers of

parameters, the best overall comparison I offer is the

chi-square (or modified chi-square) divided by the degrees

of freedom.

VI. LEXICAL AMBIGUITY AND' PROBABILISTIC GRAMMAAS

Grammatical ambiguity is unpleasant in tnat

generates numerical problsms that have no nice aolution,-

but at least grammatieir ambiguity represents a

conceptually clear problem. We have a sentence-type, any'

there are two or more ,trees for it. Tue case of lexical

ambiguity is more puzzling.

Let the 1124.01 form of a given sentence be the

result of substituting the dictionary clasaificationa for

the words in the sentence. A word is ,lexically ambiquoua

if the classification for that word represents &a-gar cil,:a-c;

grammatical categoriai. (See Chapter 3.) A. lexical fc,r,11

is a wmiaal form (orl alternatively, a sentence tvot)

only if there are no lexically ambiguous words in Lht

original sentence. In allowing tne multiile

classifications of words in the dictionary, I created ,_he

situation of never being quite certain as to what termillai

101



95

A

form a given utterance hid. lor example, 93 sentences in

ERICA had the lexical form

*) pron#aux,pronsflink art n.

This lexical form could represent either of the____termi-nal

forms

or

pron aux art n

pron link art n .

Lexically ambiguous forms, such as *), can be

thought of as a kind of shorthand, useful for a programmer

but conceptually baggage that needs removal. Terminal

forms such as *)' and *) " use only symbols in the grammar

GM,' while *) cannot nave a probability accordia., to GE1

without an 'explicit way of treatinu lexically ambiguous

forms in a sample.

Since the dictionary introduces lexical ambiguity,

it is appropriate to ask what is the dictionary's status in

the analysis. One view is that tne dictionary is a

computational way of handling what is in fact a very largo

grammar. In *) , the symbol

pronfaux,pronflink

102
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is the lexical classification given to sucn a contraction

as the word

that's .

-%f we adopt seriously the view that the dictionary is a

"programmer's fiction ", then we need to replace the

dictionaiy with the underlying grammar upon which the

analysis rests. this grammar would include a rule like

n -) boy

for a word such as

boy

that is classed as a noun (the symbol '11'). For the word

'that's' we could include rules like

pron#aux -> that's
pronink -> that's .

Actually, this is not quite context-free; however, we can

'remove contractions as we scan for words (the algorithm for

which is reprisentakle by a finite automaton since it nceed

only look at some fixed number of cnaracters at and

time -- perhaps three.) then, add sucn context-free rules as

pron -> that
aux -> is
link -> is

An advantage of this method is that the terminals

of the grammar are actually woras rather than symbols

103
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standing for classes of words. Moreover, what I call

lekical _ambiguities' would actually be grammatical

ambiguities, and hence according to this super-grammar,

sentences could have well-defined probabilities. But the

astounding grammar this would generate would have over

4,000 rules for ERICA, and likewise, the full-parameter

model of the probabilistic grammar would have 4,000

independent variables. This would so dilute the evidence

of the data that we would have no, probabilistic theory

left, and all but a few cliche-utterances would have

negligible probability, even it I had the computational

energy available, which I haven't. rne use of the

dictionary moves the - theory-testing up a level of

generality, from actual utterances to lexial forms of

utterances. Abandoning the dictionary, I should have to

predict the occurrence of individual worde, and there

simply is not enough evidence to do this (b).

There is a deeper reason than practicality for

keeping the lexicon. I cannot believe that the simple

parsing of simple sentences requires of a child the kind of

computational energy that would be reqUired of a compUter
it

to handle a 4,000-rule context-free grammar. My experience

with parsers, both in connection with this work and in

millmw....
(6) The large [K-f] corpus, referred to in Cnapter

2, had over 1,000,000 word tokens Le tne sample. Even so,
the frequencies given for many words are very 'likely not
representative of written English.

104
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relation to systems programming, strongly suggests that

this "bruteforce" approaCh is not at all plausible.

Hence, I am prone to believe that a lexicon plays an

important theoretical role not to be subsumed by a'grammar

as such. This is another manifestation of the_

computation performance orientation taken in this work.

As an example of the theoretical role that I think

of the dictionary as- playing, .consider the classic

ambiguous sentence:

*) I like flying planes.

The ambiguity is of course whether the speaker/likes to fly

planes or likes planes that fly. I would assign to *)

the lexical form

*) ' persp modov adj,v n .

,

Cf the four alternative terminal forms represented by *)',

only, two are parsed by the grammar W.1, and each of these

corresponds to one of the expected ambiguities. Note that.

the other two alternative forms were rejected by G81 a$,

being ungrammatical. More are the trees, as generated by,

grammar gEl.
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Tne ambiguity.of ) is' accoraing to .161

since the ambiguity is_ totelly dependent upon the

classification of the words in *) ,. A view of how the

ihearer processes and responds to this sentence that is/
consistent with my work is that he first looks up the words

i,n his dictionary (perhaps really a pre- selected

j aubdictionary dependent upon the context), and then' parses

":the repulting terminal form according to some grar.-14r.

\Thus, which of the ambiyeitiee I seleCt depeids on wrieth r

see flying as an adjective or a verb. Wnen tne initial

selection gets me into some kind" of difficulty, I return Ito

the lexicon nfor a subtler: analysis of the words in the

sentence.

For my purposes, I used three techniques to

eliminate the lexical ambiguities present in ExICA. These

methods are described below..

A. spur THE PROEM:5'4,M

The first thing that I tried was to divide up the

observed freluency among tha lexical\ and grammatical

ambiguities. This method was an \extension of tne equal

weights approximation for grammitical ambiguity.

Splitting the probability between lexical

ambiguities correelonds to the assumption that the

dictionary plays no theoretical role. Since I believe tnis

is false, the method is a purely ag noc way to yet a

1
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meaningful probability distribution. I will detcz"). it

since I think it is an alternative that has to be dispensed

with in order to understand the importance of tne lexicon.

Actually, there are two variants of this method.

They 'are:.

1) Let FREQ(k) be the frequency associated with k
#

in Then, if k has n alternative forms, let the

Wgxecte4 glum§ Itlamasx of each alternative form be

FREQ(k)/n. This simply assumes that each alternative

form is equally. likely.

2) Let C3UNT1(k,n1) be the number of derivatibns

for each n1 alternative form. Tnen, let comir(K) be awe

sum over the n alternative forms of COUNT1(k,n1). Tna

corrected observed of form n1 is then

FREQ(k) COUNT1(k,n1)
MA=

coma(k)

Both versions of the probability-splitting me.hod were

used, but I do not report the results in detail.

B. RESCANNER METHOD

A second way of handling the problem is to devise

an algorithmfor looking at the lexical ambiguities and

deciding how to handle theM. One explanation for this

method is that it 'fluid extend the "methods" of the grammar

tag

to cases-formally beyond the grammar. 'Phis interpretation
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better .fits' the probabilistic method (C below). What 1\

have in mind in the rescanner model is something else.

The theoretical hypothesis I4have in mind is theft

the initial response to a sentence consists of putting the

sentence _into a lexical farm, including t

disagAgulition,- then proceeding to parse tne terminal iiorm

pr forms. If the sentence has a clear ambiguity (such as

0 I.

/in many jokes, where the clear point ,pis to have an apparedt

ambiguity as the beats of the humor), then the lexical form

will be ambiguous; however, the listener will usually

select the most likely classification from lexicon

Alm for the first pa; at parsing the sentence. In the

above 'flying planus' example, tno listener might classify

the word 'flying' as a verb before the parsing algorithm

was even called. This metnod of lexical disamotjuation is

specifically orient4d toward the listener.

C. PRosABILIsric MODEL

The most satisfactory method of lexical

disambiguation I have implernenteu is based on thel

z icprobabilist mod 1. Briefly, each of the lexical

ambiguities is a signed a probability, and the most likely
i

ambiguity selected. The exact details of this approach are

given below, after a discussion of the grammar GE1.

In the 'flying planes' sentence above, the

alternative form

110
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persp mod g n

had prdbability .0014, and was hence selected by the model

over thi form.

persp v adj n

which had probAbility .00016. the grammar would therefore

select the reading of the sentence which means that Pie

speaker likes-to:fly planes.

I am not personally convinced that this As the

correct approach to lexical ambiguity. Particularly, I

think that ambiguity is really semantical; out this Aloes

not preclude the possibility that disambiguation isidone on

the basis of syntax alone. I assume that tne full

machinery 1 language processing is seldom called into

However, the probabilistic model does one thin.:

it provides a concrete example of the meaningful use of a

probability measure on a context-free grammar.
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VII, THE GRAMMAR GE1

As mentioned, Table 3 contains the grammar GE1.*

This grammar. is something of a compromise as it was

developed from the interacting tension of four criteria,

which are:

1.

2.

ambiguity;
3.

the sample

recognize as much of ERICA as possible;
mihimize both grammatical and lexical

provide a goo probabilistic model for
ERICA;

and, most importantly,

4. provide a good test for tne semantical
theory I had in mind.

Better grammars could no doubt be written for any one

single purpose. Rather that. include a whole complement of

grammars in this work, I decided to include one that tries

to be a complete model. I am pessimistic aoout the future

of probabilistic grammars unless they are implemented in

the service of disambiguation and semantical evaluation.

Needless to say, grammar GE1 is the product of many dozens

of discarded grammars.

'Several hiuh-frequency lexical fOrra#
i

are casualties
1

of GE1, and are not recognized at all:by tne grammar.

Appendix 5 lists those forms witn frequen greater than or

equal to 5, and snows: i) now many 17ical ambiguities

were in a form; ii) how many trees per lexical ambiguity;

it

112
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iii) and the forms with frequency in 5 that. are not

recognized by GE1.

Some of the high-frequency failures of GE1 are

1) 28 adj adv .

Adding the rule

s -> adj adv

will of course parse this terminal form and will do so

without affecting the rest of the grammar at all. There

is, however, little to be gained by such an as hoc

solution; indeed, adding one rule to recognize one

sentence-type is something of a loss. Or course, any

corpus of n utterances can trivially be recognized by a

cfg with n rules, so it is not surprisinfi that a single

rule can often be trivially added to a grammar.

2) 26 mod persp v,mod prep,aav adv
10 persp v,mod prep,adv adv

Many of the forms not recognized represent a

complex verb phrase, perhaps including modal verbs,.

prepositions, and adverbs. My efforts to include these in

L(GE1) resulted in many added grammatical ambiguities

elsewhere. A minimal distinction required to deal with

verb phrases more adequately is the transitive-intransitive

IMOIDOWIIIW
(7) It is my practice to precede utterances, woras,

and phrases with a number. that number is the frequency in
the data under consideration, usually the ERICA corpus.

113



107

distinction in verbs.

The transitive-intransitive distinction is designed

to distinguish between verbs that take no objects, and

verbs that can take, say, a direct object. Utdortunately,

the same verb ca take 0, 1, or 2 objects (and perhaps

more). Consider the uses of the verb 'to read' in the

three sentences:

1) John is reading,
2) John is reading the Bible.
3) John is reading the Bible to a blind man.

Each sentence clearly uses the same word in (approximately)

the same sense; yet the number of objects varies. It the

constructions possible by the grammar depend upon the

number of objects the verb may take, thfin de need to list

.'to read' as several different kinds of verbs for usages

that are not very different. Moreover, semantically there

is no reason to stop at two objects--we mijht add object

slots for time, place, and other adverbial concepts. In

Chapter 5 I argue that the simplest semantical

interpretation for verbs does not seem to require the

transitive-intransitive distinction as a part of the

syntax.

To carry out the transitive-intransitive

distinction in a semantically sensible way would be to let

transitive refer to verbs that may take objects

114
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optibnally. This approach would, however, lead to

classifyinlg the oojective cases of certain pronouns in the

dictionary. (For example, the objective case of is

'me'.) \My dictionary is not this subtle.

3) 13 persp aux,persp link qu, pron v

4can be ndled by adding the rule

perap aux pron v

to 0E1. I did not do this because I am confus4d by the

order of the verb in the sentence, and I also fe.l that I

need the transitive-intransitive distinction to handle

this.

VIII. LEXICAL KnsIGUITY IN THE ERICA CORPUS

Of course it is desirable to write a grammar' that

has a minimum of ambiguity, both lexical and grammatical.

A cfg G can resolve a lexically ambiguous form if and

only if exactly 1 of the terminal forms is recognized by

GE1 . (If none atall is recognized, then the sense of

resolution is that of

philosophers but unsettling

dissolution, suitable for

o programmers.) he sentence

93 proniaux,pronalink art n

is a case of resolution. The alternative terminal form

.pron link art n
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is recognized by GE1, while

pron aux art n

is not recognized by GE1. This is intuitively satisfactory

if one looks at the 93 original sentences in tne original

corpus. When G resolves a lexically ambiguous lexical

form, the alternative terminal form that was recognized is

called the resolved lexical tom. In tne above,

pron link art n

is the resolved lexical form.

A slightly more subtle example of the resolution of

lexical ambiguity occurs in the lexical form

27 adv persp link,aux

where the alternative form

adv persp aux

is recognized while

adv persp link

is not." This is again intuitively satisfactory if we look

at the actual 27 utterances in their original contexts; the

reason is that adverbs seldom modify the linking verb.

Words classified as

link,aux

are the forms of the verb 'to be'. The/reason for ,having a

multiple 'dictionary classification for these words is that

111
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it is necessary to distin,uish semantically tneir uses.

If k . is a lexically ambiguous form with n > 2

alternative terminal forms, then G is said to ,reduce k

if C recognizes n' of the n alternative forms, for

1 < . Reduction may generate a new lexical form.

When it does, the new forjn is called the reduced ,lexical

120
There is a great deal -of lexical ambiguity in

ER/CA. Of the 2,995 types, 2,185 are lexically ambit,uous.

many of the Idw-frequency sentence-types contribute to tnis

pessimistic figure, since of the 9,085 sentence-tokens,

only 4,419 are lexically ambiguous.

GE1 parses about 78 percent of the tokens in ERICA,

and resolves about 56 percent of the lexical amaiuities.

Table 5 details these results, showing both absolute

numbers and percentages.

As a measure of the Access of GE1 in removing

lexical ambiguity, I calculated the ambiguity factor thus

defined: for each sentence-type k in the sample,

multiply FREQ00 by the number of alternative terminal

forms less 1. Then the ambiguity factor is the sum of this

quantity over the k in the sample.. ihe measure is

intended to suggest how many "extra" lexical

interpretations there are. The ambiguity factor for thr

complete corpus was originally 11,685; for tnat portion of

117
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the corpus parsed by GE1, the factor was 6,010, indicating

that many very ambiguous sentence-types were not recognized

by GE1; the ambiguity factor for the set of resolved and

reduced lexical forms was 781. I take this to be quite an

improvement, although the only data I have to compare it

against are the results of (many) earlier grammars., One

earlier grammar had had somewhat better values; nowever, it

only recognized about 73 percent of ERICA.
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IABLE 5

LEXICAL AMBIGUITY AND GRAMMAR GE1

CHILD PORTION OF ERICA

TYPES TOKENS

COTAL SIZE 2,995 4,085

LEXICALLY AMBIGUOUS PORTION 2,185 4,419
72.95% 48.64%

NON-L.A. PORTION 810 4,666
27.05% 51.36%

PORT/ON PARSED BY GE1 1,394 7,046
46.54% 77.56%

PORTION OF L.A. PARSED 1,033 3,030
47.28% 68.57

.PORTION OF SON-L.A. PARSED 361 4,016
44.57% 66.07/4

L.A. COMPLETELY RESOLVED BY 831 2,464
GE1

36.0% 55.70%

L.A. REDUCED BUT NOT RESOLVED' 105 144
4.81/ 4.394
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The resolution and reduction of lexical ambiguity

reshapes the lexical forms present in the corpus, as

originally distinct forms become the same. for example,

400 persp v#neg,modiineg v

merges with two other forma' to become

402 persp mod neg v

when the resolution of lexical ambiguity occurs. Tnis

merging process I call consolidation. GE1 recognized 1,394

of the original 2,995 types in ERICA. After consolidation,

1,125 types remained, still accounting for 7,046 tokens.

This is encouraging since it means that there were fewar

types in the sample than the original pass at the

dictionary would have suggested.

The major onus (as far as this cnapter is

concerned) for accounting for the remaining lexical

ambiguities cornea from the need to Obtain a sample tnat can

have a probability distribution generated by a contextfree

grammar. Trying to ree lve all sucn ambiguity by a grammar

is an idea that is Bed ctively difficult.

What is -m-)re- ssible is to devise all algorithm,

perhaps with some context- sensitive elements, that extends

the way that the grammar handles ambiguities when it is

successful to the cases wnere it is not successful. This

.120
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approach suggests a model with a reacanne: that looks at

unresolved ambiguities after an initial parse by a

context-free grammar.

The "resCanner model" I used on the ERICA corpus

simply picks the most "likely" single classification, in

moat cases.- I looked at the ways in wnich GE1 resolved

ambiguities, the frevencies of single classifications in

the dictionary, and also the sentences themselves in

developing the algorithm, which is shown in Table 6. The

left-hand column is the ambiguous classification; the

right-hand column shows what it was resolved to, and, in a

few cases, gives a simple conditional rule.
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TABLE 6

RESCANNER MODEL FOR DISAMBIGUATION

ALGORITHM FOR RESOLUTION OF LEXICAL OBIGUIEY REMAINING AFTER GE1

LEXICALLY AM3IGUITY ABSOLUTION
.111D1.0.1.11.1.Wm,..

Was

qu,pron qu
n',adj
v,mod
v aux
link,aux link
persptpronadj 'pronadj
neadv
vOnegemodOneg v neq
padj,pn.aux,palink padj
padj,pn'aux,nOlink padj
perspOltakeparspgaux persp link
pron#aux,pron#link pron link
persp0aux,perspOlink persp link
inter#aux,interflink inter link
auxiinegelinkfteg link neg
padj,pnilink padj
prep,conj conj
padjoillink padj
n'auxonOlink n link
prepeadv (if the next word or

last word was
adv, then prep, else adv)

n,v (if n leaves the sentence
all nouns,
then v, else n)
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V.

The algorithm favors nouas, taen adjectives, then

verbs over the other classes. There is sometning vagusity

to be said for the claim that thiN algoritan extends the

methods of GF1. An exceptioa is tae resolution of--

.quoprons to 'qu'. GE1 usually resolves to 'pron., sire

it does not leave a -quantiier that modifies no noun

phrase. The above algorithm, however, resolves 'qu,pron'

to 'pron', since most of the'remaining ambiguities Are what

appear to be noun phrases. The problem is caused by the

rules that allow multiple noun - phrases to be noun- phrases;

inadvertently, these rules let ,.gutpron. be either a 'qu',

modifying the noun, or a 'pron., a part of a multiple

noun-phrase. Two high-frequency sentences displaying this

problem are

11 persp v qu,pron n
and

6 persp v prep qu,pron n .

Tne trees for these sentences given in Table 7, thus

illustrating the problem with multiple noun-phrases.
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I

TABLE 7

TREES SHOWING CONFUSION IN GE1 OVER quopron

TREES FOR persp v qu,pron n

a

subi vbl

np vp

npsub verb n) np

persp v npsub npsub

nounp nouap

pron n
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11b

a

.
a

subj vb 1
. .
.
. .

np vp

.
npsun' verb np

. .
. .
. . .

persp v npsub

.
quart nounp

.

. .
qu n

e.
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TREES FOR persp v prep qu,pron n

s

a

sub) vb1.

np vp

npsub verb prepp np

iI ,

persp v prep, np npsub
. . .

.
.

npsub nounp

.
nounp n

pron
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a

a

311 b j vbl
.

. .

. .
np vp

.

.

. . .
npsub verb LJrepp

.
.

. .
._

persp v prep np

.
npsub

. .
quart nounp

qu n
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Table 8 gives the statistical results of using the

above rescanner model for disambiguation on ERICA, for

the various combinations of the full parameter model versus

the geometric model, mid the cni-square versus the modified

chi-square. All models group for expected frequency less

than 5, and include the correction for continuity of .5, as

explained above. The results are summarized only, and give

the chi- square (or modified chi-square), tne degrees of

freedom, the chi-square divided by the degrees of freedom,

and a statistic called the residual. ale residual is

simply the difference between tna sum of the observed

frequencies and the sum of the expected frequencies. It is

therefore the number of sentences that caw grammar

predicted that we would find, for sentence-types that were

not found at all. Recall that every sentence in .4(GE1)

has a non-zero probability, anu tnat L(uEl) is if.finite,

since it contains some recursive rules. nence, we should

always expect a non-zero residual; but the smaller, tne

better. The size of the residual is yet anotner gauge of

the goodness of fit.

4
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TABLE 8

RESCANYER MODEL OF LEXICAL DISA:43IGUATIO

PROBA3ILISTIC MODELS OF EaICA SPEECH*

GRAMMAR GE1

MODEL
CHI-SQUARE RESIDUAL DEGREES Cia-SQU6A4

CF FREEDOM DEGREES Oi FREEDOM

00041.
GROUPS

mir

Full parameter
Chi-square

24,001.52 2,117.40 106 88 22o.43

Geometric
Chi-square

47,139.22 1,540.84

r'ull parameter

120 69 392.43

Modified Chi-square
21,078.16 2,117.40 106 88

Geometric
Modified Cni-square

(5 14,219.49 1,540.84 120 69 11o.50

* After consolidation, the resca.lner model had

1,072 sentence types, still accounting for

7,046 tokens.

I

/
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^4.

The most accurate method I used for lexical

disambiguation\ is the probabilistic method. SLarcin with

values for each b[i,j) , I computed the probability of

each alternative lexical form for a type, aria then selected

the most probable alternative. (I 413 tie values

generated, by the rescanner model given above as the

parameters.) The method turned out to be uncannily subtle.

For example, on the lexical form

11 persp v qu,pron n

discussed above, the alternative

persp v qu n

had a probability of .0036 while the other alternative

persp v pron n

had only .00005. Likewise, for the form

persp v prep qu,pron n

the probability was .0000815 for

persp v prep qu n

which was preferred to

persp v prep pron n

with a probability of .0000119.

Of course the rescanner model made the same cnoices

in these cases. The probabilistic model turned out to De

much more sensitive in cases such as

3 qu,pron qu,pron qu,pron qu,pron qu,pron pron

.13()
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Of the 32 alternative forms here, 13 were recognized by

GE1. The rescanner model chose

qu qu qu qu qu pron

(which may well be correct) while the probabilistic model

selected

qu pron qu pros qu pron

indicating, at least, that it is trying to follow the

grammar closely.

Since the rescanner model always replaces '4u,pron.

by .qu', in particular the lexical form

qu,pron

is resolved by the rescanner to

qu .

This is clearly unsattsfactory. The probabilistic. model

makes the intuitively correct choice, as 13 shown in fable

9, which includes the resolutions made by the probabilistic

model w:lere FREQ(k) = 5.

After disambijuation by the probabilistic method,

there were 1,0b0 types remaining (having begun with 1,125.)

Table 10 gives the statistical results of the various ways

of testing the fit.
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Grammatical ambiguity remaining in the corpus is

actually rather small. This could be because many of the

classical "ambiguities" are lexical in nature. The

following gives the number of tlyes (and tokens) with

various numbers' of derivations. (A type has 1 derivation

just in case it is not ambiguous.) /

GRAMMATICAL AMBIGUITY REMAINING AFpER LEXICAL DISAMBIGUATION

PROBABILISTIC MODEL OF, DISAMBIGUATION

NUMBER OF
DERIVATION(S)
Mom

TYPES TOKENS

1 980 6,919
2 78 125
3 , / 1

4 0 0

5
A,

1 1

About 92 percent of the types (98 percent of the tokens) in

this reformed sample are grammatically unambiguous. Tnia

is sufficient, I claim, for assurance that the equal

weights approximation method will give reasonable values to

the maximum likelihood problem.
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FABLE 9

PROM ILISfIC MODEL OF LEXICAL DISAMIAIGLJA I4.0.4

,
S ME NIGH - FREQUENCY DISAMBIGUATIONS*

FREQ RESOLUTION COUNT SOURCE PROB

4
87 pron (10) qu,pron .0135679

30 qu pron (1,1) qu,pron pron .0012678

27 qu n (1,1) qu,pron n .0033439

24 adv perap mod (1,1) adv persp v,moi *0005833

14 v qu n (1,1) v qu,pron n .0008767

12 perap v qu n (1,1) persp v yuppron n .000363

11 persp v (1,1) persp v,mod .0161562

9 inter link adv adv
(1,1) interiaux,interOlink adv adv .0001362

8 persp mod neg (1,1) persp vinegemodOneg .0007625

7 persp link (1,1) persp,link,aux .0013975 '

7 mod neg persp (1;1) vOnIgemodNneg perap .0003895

6 aff persp v (1,1) aff perap veaux .0001036

6 ,,persp v (1,1) persp v,aux .0161562

6 persp v prep qu n
(1,1) persp v prep qu,pron n .0000815

6 pron link pron (1,1) pronOlink qu,pron .0004769

6 pron link qu n (1,1) ?ron0iink queidron n .0001174

6 pron qu pron
(1,0,1,1) pron, qu qu', pro. pron .0000336

6 v persp (1,1) v,aux persp .011650

5 aft persp link (1,1) aff persp link,aux .0000090

5 link pron art n (1,1) link,aux pron art n .0000008

5 persp v qu pron (1,1) persp v quei.ron pron .0001376

.5 persp aux nog (1,1) perap aux#negelinxiaes .0002396

--S
*,ehe SOURCE is the lexically mmaiguous form. Tna

numbers in the COUDU indicate, for'aach alternative form,

the number of derivations of that alternative according to

GE1. PROB is the probability associated by GE1 to the

alternative that is best,. which is then tne RESOLUTIC:i.
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rABLE 1U

PROBABILISTIC MODEL OF LEXICAL DISAMBIGUATION

PROBABILISTIC MODELS FOR THE GRAMMAR GE1.

MODEL
CHI-SQUARE RESIDUAL DEGREES CHI-SOARS

OF FREEDOM DEGREES OF FREEDOM
GROUPS

Full parameter
Chi-square

22,215 2,108 103 90 203.81

Geometric
Chi-square

45,776 1,487 125 72 366.21

Full parameter
Modified chi-square

15,834 2,108 109 90 145.27

Geometric
Modified chi-square

12,206 1,487 125 72 97.o5

1 ;3 4 A
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Appendix 6 contains the complete printout of tht

b(i,j) 's for the full parameter and geometric models.

Also, I include a run of the full parameter model on the

sentence-types with frequency )22 5, which is Appenaix 7. A

complete printout of this would run several hundred pages.

IX. PRORABILIST/C GRAMMARS AAD UTrERANCE LiNGTH

In Appendix 1 I discuss the lengtn of utterances in

ERICA, and offer several probabilistic models to account

for utterance generation. Table 3 of Appendix 1 gives the

length distribution for the entire corpus, showing that the

most probable length is 1, followed closely ay 2 and 3

While the negative binomial distribution fits thi,,

reasonably well, as it stands it suggests no mechanism for

utterance production.

A probabilistic grammar is such a :necnanism. Given )

a (non-zero) distribution to a grammar G, each sentence in

L(G) has a probability. Hence, for each length i, tilers

is a probability associated with i, wnich is the sum over

k E L(G) such that fkl- a 1 (8).

I have computed this sum for im1,...,4 (9). The

results follow (using the parameters resulting from thorn

probabilistic model of leiical disambiguation). IncludeJ

-
(8) See [Supper -2] pp. 25-29..
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also are the number of utterances in L(GE1) with a given

length; this number grows surprisingly quickly.

111:TERANCE LENGTH ANALYS1

Length Freq(in L(GE1)) PrQb411.
1 17 .298
2 180 .238
3 \ 1,242 .182
4 6,929 .135

no. of utterances = 10,368
total probability .853
residual probability = .147

The first four lengths account for about

Probability of utterance distribution.

as a predictor for the values in Table 3

find the following resulte.

40.111,00411110.O

85 paixent of tne

Jsiny tnese values

of Appendix 1, we

(9) The algorithm I used for tnis computation is to
generate all the length-i utterances (in internal
representation in my programs) and check each one. Since
there are 21 terminals in the grammar GE1, this means that
the program had to check 204,204 possible utterances, which
required 40 minutes of computation lime! A.much more
efficient method would be to look top-down at the ,

sentences` expanding the tree according to soma strategy;
however, the programming investment is beyond the worth of
the question in connection with this work.

1 3 (
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OBSERVED VS. PREDICTED UTTERANCE LENGTAS

MRARMAR GE1

LENGTH OBSERVED
FREQmON

1

2

3

4

TOTAL
PERCENT

THEOR.
iREQ.

THEOR. CHI-SQUARE
PROB.

2,072
2,084
1,950
1,142

2,707.33
2,162.23
1,653.47
1,225.47...

7,228
.7959

7,749.50
.853

.298

.238

.182

.135

410.611101MOMINIMMO4111.

149.09
4.46

53.18
5.82

.d53 212.55

GE1 predicts that Te will find about 85 percent of the

utterances in this range. In fact, only about 80 percent

are there. I think that the explanation is that GE1 is

simply incomplete, toC-t-hat it doesn't parse as'many of the

more complicated forms as it'should.
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CHAPTER 5 -- SEMANTICS

I. METAMATHEMATICAL SYNTAX AND EMA.ifICS

todel7theoretic semantics was in nted by Alfred

Tarski to make precise the notion of tne meaning of a

first-order sentence in terms of a set of objects D

called the domain 1 the model, and a set of primitive

relations and functions on the domain (1). The primitive

terms of a first-order language are the variables and

constants. Ittis convenient to allow that these denote

individual objects in the domain. Complex terms ahu

formulas than have their denotations defined recursively'

from the denotations of the simple terms anu tae rules of

'composition given in .the language.

I offer the following simple example of a

first-order language L1, with its tcutn definition.

(There is, of course, nothing new in tnis treatment.' I

give it simply to provide continuity of notation.) The

language is a fragment of Oantifier-free arithmetic; for

simplicity, I omit the quantifiers and variables they bind,

- and consider only a more restricted case.iells
(1) See "rhe Concept of truth in formalized

Languages in Logic. Semantics. and Metamatnematics b)

Alfred Tarski.
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The language Ll:

constant terms: a , b

function symbol: +, a two-place operator

predicate symbol: =, a two-place predicate

parentheses: ( ) to show grouping

logical connectives: =), vo

1. The set 7 of terms contains the constant terms,

and if x,y are in T, then (x + y) is in T.

Nothing else is in T.

2. The set F of formulas contains:

' i) if x,y e T then (x = y) e F;

ii) if a,b F. F then (a => b) E e
(a v b) e e
(a c. D) e

(-4a) e F

iii) Notning else is in F.

The intended-model for L1 1,3 the domain J of

the positive inte.gers, where the symbol + meaas addition,

the symbol = means equality of two integers, tne constant

a denotes 0, and the constant b denotes 1. Note tnat

the domain satisfies the familiar property of closure,

whereby if i,j are in D, .nen the sum of i and j is also

in D. This is necessary sines all of tees' sums represex:.

terms in the language, and each term must denote.

I now give, informally, the rules for the meanings

of the formulas in F. Notice that each rule corresponds
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co a way or prccesa by which formulas ,re created,

i) (x y) ,is true just i case the denotation

of x is identical to the denotat n of y;

ii) (a =4) b) is true just in case if a is true,

then b is true;

iii) (10 ii b) is true just in case a is true fl

or b is tru4;
/

iv) ita & b) is true just in case a is true

and b is/ true;

(-1a) is true just in case a is false.

We can now show that each formula of F is either

true or false under tne model provided, and it is clear

that the interpretation is "intuitively satisfactory --

i.e., the "true" formulas correspond to wellKnown truths

of arithmetic.

The above interpretation for L1 is deceptively

satisfying. Nothing about the syntax requires that this,

the intended interpretation, be the only one. Ici

particular, we have stated no axioms to even guarantee that

such properties as commutativity or transitivity apply to

the function symbol 4.. A primary goal of model theory is

to characterize, given a language, the classes of models"

that various sets of sentences in the language can have.

In order to do this it is necessary to characterize the

notion of a model.

The characterization is that of a relat4onal
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structure. Let

U si <D,P1,...,Pn, 11, .,Fm,a1,...,ax.)

(where 1,m,n are natural .umbers)

be a relational structure if and only if

i) D is a non-empty set of objects;

ii) for each Pi, is1,n, there is an ri,

called the dank of Pi, such that

Pi c

iii) for each Fi, i=1,m, there is an ri, lain

called the Let of la, such that

Fis D'6ri --> D

(i.e., Fi P11- a function on D'6ri into D) ;

iv) Ie ch ai, i=1,...,k, is an element of L).

FollOwin this definition, the class of modsla for

the language 0 is any structure

91 = <D,F,A,B>

where D is nonempty, F is a function on DM into D,

and A,B are elements of D.

It is not enough to give a model 91 for Ll; it

is also necessary to show how valuations for each f e Li

are constructed. This is done by associating servant ca

rings, in the form of set-theoretical functions, with the
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rules of.formation for the formulas of Li.

VALUATION OF TERMS:

i) basis conditions

Eti =

([4, or more explicity [a] I'means the valuation a
V

A in V .)

ii) recursion condition

[(x + y)] = F([x],[y])

VALUATION OF FORMULAS:

i) basis condition

[ (x = y)] if [x] [y] then true else
false.

ii) recursion conditions

[(x => y)] = if [x] is false or Is] is true

cnen true else false

[(x v Y)] = if [x] is true or LIFJ is true
then true alae false

[(x & . if [x] is true and [1] is true
tnen true else false

[( -ix)] = if [x] is true then false else
true

There is an important distinction to bey made

between three kinds of symbols in the lanjuage. SOfild

symbols -- a,b,+ -- denote objects in the model V ;

these I call denoting symbols. -Other symbols

-- signal the use of certain semantic rules,
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such as implication or identity, but

in V . rhese I call laglols

parentheses (and sometimes commas,

do not denote objects

ls. Finally,

brackets, and bracas)'

make grouping clear. These I call utility 11212212.

Utility symbols may be eliminated from first-orLAer logic by

using pol sh

\
notation, wherein the order is implicit.

II. COhTEXT-FREE AND METAKATHEMATICAL SL4TAX

The treatment of tne language AA given in section

I corresponds is style to thleUsually encluatered in logic

textbooks. It is worth noting, given the convention of

using generative grammars in linguistic studies, that there

is a certain correspondence between tne definition of

syntactic classes by giving closure condition's of sets, 43

above, and the use of context-free grammars. Ana languages

1,1 can, for example, be defined by tne following cfg G,

where

G = <V,T,F,P>

V =

T s V - {r

and P contains the rules

::11) F -> (T = T)
(1,2) Ff-) (F =a> i)
(1,3) F -> v F)
(1,4) F -> (F i F)
(1,5) F -> ( F)
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4

(2,1) T -> a
(2,2) T -> o
(2,3) r'-> (T + T)

Then, tne semantic rules associate with the

closure conditions can be associated insteau witn the

productions of G mutatis mutandis.

It is of some interest to ask what the relation is

between context-free grammars and the kinds of definitions

/

obtained by giving closure conditions on classes, since the

former is standard in linguistics while the latter is used

extensively as the syntactical basis for model theory. The

/ usual requirement for logical syntax is that the sets must

be recursive, and there are recursive sets tnat are not

context-free. However, the full comdlement of recursive

methods is not needed for the fundamental syntactic notions

of tne formal languages of mathematical logic; several such

syntactic classes are usually defined by a kind of closure

that I call simple closure. It is necessary to formalize

this notion of simple closure, as a kind of syntactic

meta-meta theory of mathematical logic.

144



138

NOTATION: a,b,c are syntactic 9bJects;
S, T, 4 are ggls of ,syntactic obJects;
x, y, z are syntactic vqriaoles

ranging over sets of syntactic
objects.

The following are primitives:

a set M of symbols;

an operation & on symbols in 14,

known as concatenation (2).

a symbol mem denoting membership--
e.g., a gm S;

the symbol Ilan denoting a conditional.

the symbol an denoting a conjunction.

Syntactic Oblecte (S.0.)

i) M c, S.0.--i.e., symbols are syntactic
objects;

ii) if a, 0 e S.O., then a & 0 e S.O.

S.O. corresponds to the class T+ associated with
context -free grammars.

(2) The set M corresponds to the terminal
vocabulary T of a cfg G. However, the operation for a
grammar corresponding to concatenation is to,put a-space Or
a 'plus sign between two symbols being concatenated .
Concatenation is intuititively putting symbols side by
side; but the grammarian doe* not write

AQJN

but rather

or

ADJ N

ADJ +N

The problem ks one of notation, hinging on the difference
between a symbol as a formal object and a symbol as a
typographical character.
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Syntactic Terms

i) S.O. G S.T.;

ii) if x is a syntactic variable then
x E S.T,

iii) if a, e s.r. then a & 0 e s.r.

S.T. corresponds to the class V+ a sociated witn a cfg.,

139

Positive Boglean Exoreseion0 (P.o.E)

i) if x is a syntactic vari bla and S

is a set, then

x mem S

is a P.3.E.;

ii) if rl, r2 E P.B.E., and no syntactic variable

occurring in ri occurs in r2 or conversely, tnen

Ti And r
2

e P.B.E.

Simole closure Condition] (S.C.C.)

if a e S.O. then

a mgm s

is an S.C.C.. (on s);

ii) if r E P.B.E., a E S.T., then

r the a mem S

is an S.C.C. (on' S).

iii) the extremal clause ("iiothing else is in S.")

is an S.C.C. (on S).

S is defined by simple closure iff only finitely
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many S.C.C. define _S1, S2, Sn may be defined

simultaneously provided there are no infinitely desce; 'ing

sequences of definition. /

Theorets 1. The class of simple-closure definable

S is equivalent to tne class of context-free languages.

I indictte the proof by giving the algoritnms for

generating a set of S.C.C. given a cfg, and conversely.

Proof.

1) CiG *> S.C.C. Suppose we nave a irammar

G is<V,T,S ,P>.

Then, let

M = T .

We are to define, by S.C.C., the class s corresponding

to L(G).

First, rewrite G into equivalent Cnomsky normal

form

G' ,P' j.

G

Each rule in P. is of the form

i) A ->

or

where A,B,C are non-terminals, and' a is a terminal.

(See Chapter 3.) For each rule of the form i), use

1 4'7
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the S.C.C.

a me A ;

for each rule of the form -ii), use the S.C.Z.

(x gag jg (y m C) then x * y gam A.

It is clear that S L(G).

2) S.C.C. CiG

Suppose S is defined by simple closure:

Then we need a grammar

n (V,T,S ,P>.

Let
T s M

and let S be a emebol corresponding to tne class S

G

defined by simple closure. Then, if

3211 A

is an S.C.Cyion A, for a c 5.0., than let

A -> a

be in P. Since a is an S.O., it is a non-empty

string of symbols in M.

Suppose r e P.B:E. e S.T., and

r then a mgm A

is an S.C.C. rnen we reduce this according to the miles

for P.B.E. If r is of the form

x 323 3

then replace occurrences of x in a by a and call
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the result of this replacement at (6 substituted for xi.

Then, add to P the rule

A -> aG[B substituted for x]

If r is of the ,form

r1 r
21 --

then perform any such replacements of the variables

in r
1
and r

2
int.-) the variables in a. Notice that,

since rule ii) for P.B.E. requires that no

syntactic variable in r1 occur in r2 (and conversely),

there will be no problem in maxing this suJstitution.

Now, add to P the following rule:

A -> a [correct variable substitutions] .

It is clear that tne above translation will, with the

appropriAte proofs by induction, yield the actual proof of

the theorem.

Many of the elementary syntactical notions of the

first-order piedicate-logic can be defined by simple

closure; nenee, by the above translation, an equivalent

context-free grammar can be optakned. £he sets of

variables, prelicates, terms, and well-forme4 formulas era

examples. In practice it is customary to assume an

infinite class of variables, and since the above.:

formalization of S.C.C. allows only a finite class of

symbols, some way of lenerating the variables, e, g.
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prime symbols, is necessary. The following defines the

class of variables VAR, assuming primitive symbols v and

v mem VAR;

ii) x mem VAR then x' me VAR.

iii) Nothing else is in ;AR .

Infinitely many constants, as well as infinitely many

predicates and ,functions of arbitrary type, can be

generated by similar devices.

While. the set of well-formed formulas WFf is

defined by S.C.C. and is hence a cfl, the set of formulas

of a first-order * language, STCE, is not definable oy

S.C.C. (3). Also, the class TAUT of tautologies is not a

cfl. _(Obviously, the class Lr of theorems of first - order'

logic cannot be a cfl sinca, by Church's tneorem, that

class is not even recursive. it is less obvious that

recursive classes, such as the class of tautoiajies, is not .

a cfl.)

The resuljs that srcE and TAUT are not c.:1 can De

proven.by use of a result known.as the "uvwxy theorem".

Theorem 2 (the "uvwxy theorem"):

0.041.,..0......
(3) A sentence is a formula with no free

occurrences of variables, where an occurrence is free if it
is in the scope of no quantifier binding tnat variable.
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Let L be any cfl. Then, there exist constants p,(.1

depending only on L such that if there is a wore z in

L, with IzI> p (where Izl is tha number of symbols

in z), then z may be written as z = uvwxy, where

IvwxI <: q, and v and x are not both E

empty symbol) such that for eacn integer i >= 0,

i i
uvwxy

is in L (4).

This theorem limits the amount of context checking

thau a cfg can perform; intuicively, it says that a finite

number of sentences can be checked for context, but ,eui

effort to check several contexts over an infinite class of

sentences will result in some extraneous strings beir4

accepted by the grammar. The theorem makes it explicit how

to find such extraneous sentences.

I will indicate haw i'heorem 2 is used by proving

the following result.

Theorem 3: The set of sentences of a first-order

language with a single moneClic predicate P is not a cf/.

i ......
(4) For a proof of the uvwxy theorem, set

[lioperoft-Ullman], pp. 51-52.
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Suppose to the contrary that STCE of tne langua4e

with one monadic predicate is a ofl. Then, for each

natural number j, the formula

z
j

J 3 J

Ifvf (P(v') --)1)(v1 ))

i2 in L , since these are closed WE 's. Let poq, oe

the constants guaranteed by the "uvwxy" theorem. Then,

select a j such that

and

IZ 1 P
j

j

11/1,r' 1>q,

Clearly, j is a simple function of a.),q; further, z

is in L.

This satisfies the hypotheses of tne avwxy theorem, 20 we

know that we can rewrite z as uvwxy such that v

and x tre not both empty, and for each i 0,

i

uv wx y is in SCTE .

The key is to show that any way of dividing

(using linear notation

1 ;2
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for z sub j) into segments u,v,w,x,y will not avoid the

extraneous introduction of some non-sentence into STCE. A

counterexample to the proof would be' one (nonemdty)

subsequence of zj that could be repeated indefinitely

without generating a non-senteace, or a pair of

subsequences that can be repeated togetner. ihe'

subsequence consistin,j of the quantifier and its variable

could be repeated indefinitely and stiil yield an STCE;

however, j was chosen so that tna length of the

quantifier and its variable would be larger than g, so

this subsequence will not satisfy the hypotneses of the

theorem. The only other repeatable subsequences are the

strings of primes that make variables. Picking jus:. oak_

Such subsequence will clearly cause non-sentences to be,.

introduced. We can pick two such suosequ3nces, repeati.,9

them together, such- as tne following divisia- wonli

indicate:

But then

\ j-1 j-1
v ( P ( v' ) -413 ( v ) )

1111 11JL
U V w X y

j+1 j+1 j
V v' (p(v' ) v )

is in S'7CE, and it is a nongentence.

The uvwxy theorem Illustrates tae roiiowln;,

point: two counters (such 53 the ,counters on c.hr number of

r
.t 0.)
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primes) can be kept together by a cfg. But, it there are

three or more counters, then each pair must be kegt

together by a different process in the grammar, and hence

some extraneous results are unavoidable.

Notice that the set

Tv 'j p(v, ) 1 i >a 0

is a cfl; the approoriate grammar, with r as the :Marc

symbol, contains the productions:

(1,1) F -> 'OVA)

(2,1) A -> P(v
(2,2) A ->

It is interesting to note that this yrammar nears little

relation to the semantics likely to be liven to the

formulas in question.

While the closed formulas of first7order do

not form a cfl, it is well to point out tne sense in which

this would no'. be a restriction on a semantical theory

based on a context-free treatment of first-order logic.

The class WFF is a cfl, and we can allow tnat o;e1.

formulas are meaningful. The usual convention is to let an

open formula be equivalent to its universal closure- -i.e.,

the formula obtained by surrounding the given open formula
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C4.y universal quantifiers for each variable occurring free

in the formula. (At lelzt one text, Introduction to Logic.

by P. Suppes, uses the analogous existential closure.)

Kowever, there is a real sense in which theorem

limits the power of any semantics based on context-free

languages. The concept that I propose using is chat of a

context-free semantics: I shall say that a semantics

defined on a language is context-free if it is computable

by a push-down automaton. The idea is that we cannot first

present a cfg G, give an arbitrary algorithm for computing

the meaning of a sentence in L(G), and then claim that

the semantics itself is "context-free" because G is. The

first-order logic is such an example: a semantics on, say

WFF, must contain an algorithm for determining what Lhe

free occurrences of variables in a formula are. :Xnio

algorithm cannot be represented by a push-down automaton;

if it could, we could write a cfg for STCE, which ineorem

3 claims we cannot do. Hence, the grammar underlying such

a semantics for first-order logic must be

context-sensitive.

I think it is important not to consider tnis a

limitation on the whole approach given here. 1. x

admitted that natural language, witn or witnout coll)lax

mathematical expressions, is not context -area. This dons

not preclude that there are large and useful fra4mants tnat

55
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are context-free. Moreover, the experience gained from

working with context-free jrammars may be easily

transferred to work with more powerful classes of grammars.

A valuable point is that first-order logic can be

put into the framework of generative grammar at all.

Theorem 1, while mathematically trivial, nas a

philosophically important message in tne context of much

current work in computational linguistics. As Suppes

explains (5),

A line of thought especially popular in the
last few years is tnat the semantics of a
natural language can be reduced to the
semantics of first-order logic. the central
difficulty with this approach is that now as
before how the semantics 21 the surface
grammar is to be formulated is still unclear

. . how can explicit formal relations be
established between first-order logic and the
structure of natural languages?

(emphasis added)

the difficulty of looking for first-order

representations of natural'languege is not here considered

to be tnat first-order logic is insufficieatly expressive.

As I have attempted to snow, it is semantically more

powerful than context-free grammars. I should oe nary

with any formal language representation of natural language

(into even a programming language such as LISP or ALG(.L) as

long as there existed a powerful theoretical "translation"

AMMMO
(5) [Suppes-2], p. 1.

1 5 1;
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between the surface of natural language and tnp formal

language. The superficial arguments for using set-language

over first-order logic are those of custom dating back tc

Terski, of convenience, and the fact that first-order logic

has its semantics given in terms of set-language. The

leeper reason is that first-order logic can be aefined by

generative grammars (some concepts admittedly requiring

context-sensitivity), and so we may think of'the semantics

for natural language, based on generative grammar, as being

amenable to the set-theoretical approacn that has been so

successful for symbolic logic. An intermediate pass

through first-order senterces coos not appear to be a 9an

4n clarity or concept-.

III. MODEL SikUCTURES AND CFS

The basic idea hOind any semantics for a crg is

that tne terminal symbols (-eni to) denote set-theoretical

objects in the model structure. and to e rIAL.-%s of the

grammar (tend to) be interpreted by set-theoretieG,

functions.-, In practice, there is however cer7:Ln

tradeoff between the denotationq *r.) tin:: ter-n7,nliq ,,a

the functions ansoe7ited wit}- the rt11-1--t.,

symbols are denotative and which are Ingical., It seems

that a certain number of neUcir,0,,Mi-m1 nclrisrli"=^ nA
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been engendered from this possibility of a tradeoff.

As an example, looking at the language L1 for a

fragment of quantifier-free aritnmetic (see Section 1

above), the following alternative model structure V and

set-theoretic rules can be given for L1.

where

V Is ( D, PLUS, EQUAL, IMP, OR, AND, NOT, 0,
1, TRUE, FALSE>

D = w U { TRUE, FALSE }, where w is the
set of natural numbers;

ii) PLUS is a function from If2 into
(denoted PLUS: D% --> D );

2

iii) EQUAL: D --> {TRUE, FALSE}

iv) IMP: {;RUE, FALSE}-2 --> {TRUE, FALSE}

similarly for OR , AND

v) NOT: {TRUE, FALSE} --> {TRUE, kA.,SE1

vi) 0,1,TRUE,FALSE s D.

The following are the denotation rules, assigning

objects in 11 to terminals in L. If a is a eymbol

or a sequence of symbols, let [ a ] be the denotation of

a in V . Then,

[m] EQUA,,

[.0] el IMP

[ 6A] = AND

.158
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(v] = oa

aoT

(+] = PLUS,

(a] = 0 [b) =

(0 = b ()) = o.

Finally, I give the functions corresoondiny to tne

rules of the cfg G that generates L1.

LABEL RULE FUNCTI0N

(1,1) F -> (T =
{

o I (a <[T] ,1:11 , E L=1 )

(1,2) -) (F =.) F) b 1 ( a <if] , .0> e ,E=X1'}
for rules (1,3) , (1,4) , and (2,3)
similar functions are requireu;

(1,5) F -) ( b
i (a<[F] tip) E 1

The model U is somewhat unusual. The paint in

its construction was to make every linulstically

sigaificant symbol have a denotation anJ to eliminate Va.i:

notion of a 'logical' symbol. Even tan ear.il.ttpdsds

"denote ", but since they do not play a part in ta

set-theoretical functions it is of no consequence. (ihe

use of parentheses is, of course, to avoid ambiyuity.) All

the work is done by the denotations given to the terminal

symbols. The semantic functions simply say to apply the

arguments in the appropriate manner, and thus have .o real

content.

While it may seem arbitrary wnathar tais model is

1 9
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used, or the more usual one given in Section I above, the

:question of which symbols denote objeCts is a key

disputation in much philosophical work. The Fregd-Russell

tradition of the ontological status of propositions is

based in, or at least permitted by, the formal plausibility

of objects in a model that behave like propositional

functions. As is well known, paradoxes creep into somewhat

richer languages than Li when semantical notions such as

'true' and 'false' are given ontological status. One

solution is tlirP9 _theory' with its hierarchy of propositional

functions; but this is beyond tne limits of my discussion.

Without committing' myself to any position whatever

regarding the status of propositions, tne formal fac

remains that there is an interplay between t.ne denotation:

of the terminal symbols and the set-tneoretical funcLion,,

associated with the rules of tne grammar.

As an example of the problem I would likes to avoid,

consider the noun-phrase

*) capitol of iranca.

*) contains a prepositional phrase. A reasonable way to

interpret prepositions is as some kind of function.

Consider. however two alternative grammars anu the semantics

they offer for *).

1 t;
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G1: (1,1) NP -> NP of NP

(1,2) NP -> ...
t

(1,3) NP -> PN

plus, of course, tha appropriate lexicon. ne semantic

functions corresponding to the rules of G1 're:

(1,1) OF( ENP] [1,411 )

(1,2) the identity function
(1,3) the identity function

Then, the ,semantic tree for 4) is:

OF NP. OF([capitol], [France]))

of
_: [capitol]

N: [capitol]

capitol: [capitol]

NP: [France]

PN: [France]

1 I

Fran6e: [France ]

\iiotice that he word 'of' doAs not denote; instead the rule

(1,1) assumes \a rather dubious set - theoretical function.

'Of. is a logical symbol in Elle grammar. An alternative

grammar G2 has a denotation [of] in tne model. The

.1i; 1
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rules ofo G2 are:

(1,1) NP -> NP PREF NP
(1,2) NP -> N
(1,3) NP -> PN

with the appropriate lexicon; the semantical rules are:

(1,1) [NP] fl { a 1 ( a <a, b> e [PREP]) (b e[NP])}

(1,2) identity
(1,3) identity

G2 is to be preferred to G1 in that it mates

clear a kind of ontological commitment: "namely, t!lat the

information about the function associated with the

preposition 'of' has to be a part of the motel 3tructure

(which is, in relation to Erica's behavior/;

data base) and cannot be considered a part o;:

set - theoretical functions available (wnich correspond

the machinery of l4nguage processing) (6). it is my belief

that much of the talk about the ontological commitment of

natural languages would benefit from an underfitanding of

this kind of a tradeoff.

'Further, I think that this appears to um contrary

to much of the talk abo the 'logic' of ario s words. It

seems tome that much of the talk about, say !the way in

which modal notions ('believe't'know') are used has

suffered from too little empirical evidence. Hence, if I

am uncertain about how a word functions semantically, d

.1G2

1
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prefer to make a commitment to an object in the data oase

representing that word, in the hope of collecting some hard

data on the use of the word. This puts the emphasis upon

understanding linguistic behavior rather tnan analyzing

concepts, but only because I think the former has been

overlooked. In the case of modal coixepts, a more

complicated structure is needed than the one I have given

for ERICA; I have triad to consider only the extensional

case, leaving modal notions as transparent. Readers

familiar with Kripke-Eintikka41ontagua semantics for modal

(6) There is a better way of handling many

prepositions, such as of and 'with', and that is to

create a function by combining the preposition witn a

phrase. In C), the appropriate combination is
capitol of

and the commitment is to a function on J mapping objects

(countries) into their capitols and giving some kino of
error condition (say, by returning the n411 set as to

capitol of non-countries).
In any actual implementation of a data aas=, I

think this kind of spyroach would be necessary ii order to

give a reasonable structure to the data. 1 nava not used
this approach here, because I am simply too awash in data

already.

It),
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notions in modal logic (pest thoucjnt of as an extension of

first-order predicate logic) will realize that the

possibility exists of yiving more complex set-theoretical

structures.

IV. SEUATICS rOR

The motel theory of the classical first-order logic

requires only a simple modal-tneoraLical structure

containing objects in the domain,. and n-ary relations agul

functions on the _domain. Natural lanfjuages require more.:

complicated structures than first-or.her
i

lanyuas.

Following Suppes (7) I give the closure conditions definm,

the class H(D), based on la domain D. This wA.11

for any finite cox.position of functions in tne natural

hierarchy of sets but may be stronger tnan any application.

requires.

Let D be a nonempty set. In general, D may be

finite, for my purposes.) Then I define ..(D) to be thr

smallest set such that:

i) for each n E -4 (tne set of natural numbers),

Din 11'(D);

ii) if A, B e H'(D), then A U d E ii. (D);

(7) See ;Suppes-23 pp. 10-1

164
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iii) if A e H'(D), then P(A), th power set of A,

is in H'(D);

iv) if A e H'(D) and El c A, then BE gs(L).

The denotation of a-true senti-.ncevillbe &special

object TRUE, and likewise (a false sentencedenotes the

object FALSE. z let

E" (D) s H' (L) U (Tu.UE,FALSE/ .

Since some utteranceg will in fact express WO.

propositions" (see below), we need to allow ordered pairs

of denotations. Hence, let

H(D) = H"
(D) U <x,IPX I x,y s H" (D) j .

t ) ir.t)
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Set-theoretical functions are now associated witn

the rules of a cfg. Let n = <V, 1, S, Pi be a cfg, and

a function on that assigns to eacn p e 2

exactly one set-theoretical function such that the

right-hand side of p has n symbols, then t(p) has n

arguments. The arguments are to be applied to f (p) is

the same order as they occur ie the r s of p (b). Then

G. = <V, T, P, S, f > is a denoting cfg.

Notice that no rule can pave more than one

semantical functicAl associated witn,it. Snould I want a

(8) The explanation for t e order of arguments
requirement is to provide a fi t solution to a problem

D I;;mentioned in uppes-2]. The prob em can be summarized by

noting that tv-, or more instanc s of the same symbol may
occur at differ,rt: nodes of a tre and will generally play
non-interchangeau4e roles in the ematics of the sentence.
To avoid labeling trees and refor ulating the definition of
a derivation accordingly, I simp y require that the syMbols
on .the rhs of a production have their valuations
applied in order to the set-the retical function associated
with p. Tnis creates rather Strange functions (sucn as

converse subset), which i ignore by using the standard
set-theoretical terminol
abbreviations, assuming tha
the program that I wrote to
happening, but it is of
through the thrashing of explicit definition on this point.

The convention I use for my abbreviations is this:
/ if a symbol occurs two or more times in a string, then he

valuation of the string is written using the symbols with
subscripts that refer to the order in tne original string;
if the order of the symbols in the valuation is the same as

the order in the string, then the subscripts are omitted.
For example, I write:

do
no

as metalinguistic
all is clear. In any case,
the work knows what is

conceptual interest to go

[N LINK N] = if [N] c [..1] then TRUE else FALSE.



160

grammatical construction to have too or more semantic

interpretations, I would proliferate rules in tne grammar

accordingly rather than associate more cnan one function

with a rule. Since a derivation is associated with a tree

(see Chapter 4), this means that if a sentence is

semantically ambiguous, -then it is syntactically ambiguous

as we7.4.. It seems desirable to mirror semantic ambiguity

in syntactic ambiguity so that if a terminal-form is

semantically ambiquous (i.e., has two or more

interpretations tnat are not sat-theoretically equivalent),

it is grammatically ambiguous as well.

The conditions on H(D) that allow ordered pairs

of denotations need some explanation. Ofcen. the most

reasonable approach to tne semantics of n o-.teranca is to

believe that it expresses two or perhaps more)

propositions. For example, consider the question

Did you go or did you stay?

Clearly, this is two separate questions. Answeri.lq '_es

to the utterance (a favorite response of the

sophomoric) misses both the intent of the questioner

the logic of the question. Wnat is needed 3s sometht:),

like an ordered pair with the elements corresponding t2

two separate questions (9). F.:r such utteranc,:s, it wr,11

not be satisfactory to suggest two alternative st,r_ltA.,

I
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analyses. The notion of alternative im4 es that, while wt

have two or more possibilities, only or# is correct and to

be acted upon. The idea here is raper that tne utterance

conveys two separate packages of information.

In the grammar GE1, there are five rules that

have associated functions riming ordered pairs of

denotations, rules (i3,4), (8,5), (d,11), and (6,15).

cable 1 gives the terminal forms using each rule.

most plausibleplausible that rules (8,11) an snoull not be

generating a nair of denotations, since there is evidence

in the ERICA corpus that the utterances these

terminal-forms represent are simply repetitions. However,

I have left these rules in the grammar since it is tne more

general case.

The full generality of the closure conditions on

H(D) are not realized in E4(ICA, since the terminal-forol3

requiri paired denotations all have an affirming or

negating word as one of the "iiropositioas".

10.16.111"
(9) A large part of the informal work that I die

with the ERICA corpus concerns the questioa-answer pairs;
it is from this subset of ERICA that the clearest view of
the interaction between speakers arises, so I nave asked if
the semantics handles these interactions correctly. I plan
a later paper on the semantics of questions with an attempt
to predict the answers, syntactically and semantically.
Unfortunately, the ERICA corpus is a little small for this
analysis, out at Imps at Stanford Ws nave a larger corpus
that is being collected under conditions experimentally
superior to those used in ERICA.

168



162

rAttLF 1

TERMINAL-FORMS IN ERICA RQUIKING PAIRED .)ENOTA/IONS

RESCANNER MODEL OF LEXICAL DISAMBIGUATION

RULE: (8,4) s -) neg a

FREQ TERMINAL-FORM
wolimolim 1
20 neg n
8 neg persp link neg
6 neg adj
6 nag pron link art n
5 neg art n
4 neg mod persn v persp
4 neg n n
3 neg adv
3 neg persp v neg
3 neg v
2 neg adj adj
4 neg pron link n
2 neg persp link n
2 neg persp link art n

61") neg pron linK art al; n
2 neg persp mod nag v prep
2 neg gu n
1 neg adj n
1 neg adv adj
1 neg art n conj art n
1 .teg mod persp
1 nag mod persp v pron
1 nag mod persp v prep persp £
1 neg n v
1 neg n pn
1 neg niv neg
1 ney nqpn v prep pronadj n
1 neg pn
1 neg prep qu n
1 neg persp v n
1 neg pron link
1 neg prep persp
1 neg prep padj n
1 neg persp v pron

neg pisrspv art n
neg persp v adj n

1(39



-- - 

04,T 

;ge e e- s (948) :arms 

I 

I 

ZE = SNIYOJ Ot = SUAI 
dsaed dead u dead ;;v L 

dsiee A pow dsaed ;;v t 

u lie xuTT dsled ne l 
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xuTT uoad ;;e t 
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u rpeuoad dead A pow dsaed beu l 

u roe rpeucad xuTT void bey t 

dsaed dead A xne dsaad bell t 

void A beu pow dsaed tau L 

u rpe lie xuTT dsaed BOU I 

MI 43E beu xuTT uoad beu I 

u ud law xuTT dsaad beu L 

rpe F)OU XUTT dSlee Eeu L 

uoad dsled I,. dsaad Feu t 

rpeuoad xuTT uoad beu I 

dsied r. pow dsaed Feu I 

A bey xne dsied Eau L 

A xne u cpeuoad Bev L 

rpe xuTT esaed beu t 

u ud xuTT uoad Eau t 

uold ruoo void Bev L 

u frruo.ad dead Eau t 

Eau pow dsied bey t 

dsaee A dsied hex' t 

ud x,uTT dsaed &au L 
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1 persp mod neg v n aff
1 v aff
TYPES = 2 TOKENS = 2

RULE: (8,11) s ) aff.aff

42 aff aft
TYPES = 1 TOKENS = 42

RULE: (8,15) a neg neg

5 neg nog
TYPES = 1 TOKENS 4. 5

171
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Usually the basis for the recursion into zi(D) is

provided by a function v on the set of terminals T. It

a E V+, let v(a) be denoted by La] , as an

abbreviation. Tnus, terminals denote.

Strings of terminals and nonterminals "denote" in

the sense that tne basis denotations of terminals together

with the semantical rules on the grammar generate a

valuation. For example, in the language 1.1 , the formula

*) (((0+1) = 1) 0 (0 = 0))

~denotes~ its truth-value (TRUE), determined oy followin

the semantic tree for *) .

F. TRUE

=> F: TRUE

F: TRUE

T: fl 1 = T: [1]/ 1 \
T: 10] + T: 111

1: [1]

0: (0] 1: [1]

/./

172

0: [0] 0: [0]
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I shall write, again al an abbreviation,

(((((0+1) w 1) 0 (0 = 0))] = TRUE .

There is, however, a distinction that should be made hdria,

namely, between a denotation macie on a Astri% of)

symbol(s) by a basis assignment, as opposed to the

valuations generated by the rules of the grammar. I say

that the former is a basis valuation. If the basis

valuations on a potentially canting grammar G into a

model 'V are all on the terminals of G, then V is

said to' be a uniform model, las G.

My model for the semantics of ERICA is expressly

not uniform, since I wisn to make some basis valuations on

two terminals. The problem arises with verbs that take

prepositions as a part of the verb itself, especially where

the verb may be separatisd from the preposition.

Let t1, t2 E T. Then t1iiti means the string

consisting of 0 and t2, with # acting as a space

marker. For some such combinations of terminals, there is

a basis denotation. Such terminals are the separable vero5

together 'with their associated prepositions. Without

requiring that the parser be context-sensitive, spacial

set-theoretical functions associate with ruler that

generate the terminal forms where these separable verbs

occur. SurIl a set-theoretical function is a non-uniform

function. In the grammar GE1 (see Cnapter 4), there ar0

173
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two rules using non-worm functions, (3,6) and (4,3.14),

each having its own associated function. rabid 2 lists the

terminal -forms (from the rescanner lexical disambiguation

modal) that require these rules. Each terminal-form in

Table 2 is grammatically unambiguous relative to GE1.
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1 int v pars? prep
1 mod neg v pronad

1 neg v persp prep
1 v n ?re.?
1 v pn prep
1 v prep pronad j a ;re?
1 v qu n prep

flriaES = 11 ToKEvIS = D3
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There are in ERICA 39 types representing 131 tokens

that reiuire that two terminals have a basis valuatibmi

together. Nonunformity of a model 'V could of courses '

account for the phenomenon of attritutivitv, such as the

phrase "alleged dictator", but I don't fled any great need

for this in the ERICA corpus.

V. SEMANTICS FOR GE1

Most of the lexical c tegories. given in ,tne

dictionary have a specified ad of valuation irk H(.)).

Since I have tried to use simile' semantic functions for

ERICA, a certain complexity is placeu upon the basis

valuations of the terminals. I, think this is desirable

because it makes an explicit commitment to tne inLormation

that is in the data base (Erica's perception, her memory,

the physical surroundings of the conversation). Also, it

gives us a feel for the adequacy of simple functions .or

the semantics of natural language.

Ot course, I cannot give the basis valuations or

the individual words, as they would be spellec. out 14 a

data base dealing with a specific subject matter. Rather,

for each grammatical category, I can indicate the of

object in the structure H(D) that is appropriate.

A. NOUNS, PRONOUNS, AND ADJLCTIVES
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The following grammatical categories nava simply

subsets of_the-doMain as their basis valuation:

adj
n
padj
persp
pn
pron
pronadj

TheSe are the nouns, pronouns, and adjectives. some wordrW
, / \

/

/
ych as proper nouns, denote 'CIAO object. Thus, the rd

/ Erica

just refers to the person Erica. By f tae denotation

[Erica] of the word 'Erica' will Ibe,a singleton set

containing the element

Erica.

This should cause no confusion. Witn this convents n, tat,

semantics is simplified in that the denotation of a

proper noun will always be a set of objects; the se ntical

functions assume this.

This group dominates the corpus. Looxiny back to

the data on dictionary construction, sable 9 of Cnapter 3

shows the (relative) numbers of words with tne various

lexical classifications. I summarize that data below: /

178
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WORDS ZiAT TAKE SUBSETS OF TEE DOMAIN

AS THEIR CLASSIFICATIO (10)

(ADJ, N, PADJ, PERSP, Ph, PA:ONADJ)

ENTIRE ADULT ERICA
CORPUS PORTION PCRTION..

TOTAL TYPES 3,490 30135 ,039

TAKING SUBSET 2,411 2,169 1,39
PERCENT 69% 69%

Hence, by types, 69 percent of the words in ERICA take tha

subset denotatation according to this model.

lexicon:

3. VERBS

There);ara four kinds of verbs in th,-

411X

mod

plus the forms of 'tó be' that are classed as

link.

There is an important semantics' difference bet4een the

forms of 'to be' and other verbs; I uiscuss the other ver.os

first.

IIIMEN11

The problem with verbs is tnat they take objc_t.

(10) These, and other 'figures of this x.lna, are

compUted from Table 9 of Cnapter 3. When a c6ntractio. is
encountered in that table, if one of the iymool, in

contraction is the desired symbol it is a,Lied in
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More importantly, tae same verb will sometimes take 0, 1,

or 2 objects. Consider the (fictitious) examples:

i) I mm reading.
ii) John is reading the book.

iii) Mary i3 reading a blind man the /nolo.

One semantic approach i3 to view i) and ii) as elliptical,

in which case, the semantics might have to account for the

suppresied arguments to the [read) piredicate.

An app oath that makes less commitment in this

direction is to let the semantics of a verb be of the form

AUBUC,
where A c D, B C

and D Ls the domain of the model. A purely intransitive

verb (e.g., 'to run') has B=0110. A verb that always takers

one object has A=C=0, B # O. Most transitive veros can

have 1 or 2 objrcts, and in this case A=0, 8 0, C 0.

Tne more general Fast) is of a mixture.

Again referring to table 9 of Chapter 3, I give the

sums of the types that have one (:)\ these three

classifications:

aux
mod
v

J 80
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WORDS THAT ARE vEaas IN THE ERICA CORPUS DICTIONARY

(LEXICAL CLASSIFICATION aux OR mod CR v)

ENURE CCRPUS ADULT ERICA

TOTAL. ryPzs 3,490
TYPES AS VERBS 890
% AS VERBS 2c.'

3,135 2,039
513 812
25% 26%

It is possible to allow verbs to have a lar9e

number of objects, either explicitly or implicitly,

indicating time, place, other personal objects. I have

avoided this for tne present.

Verbs classified as LINK (forms of 'to De') are not

included in the above since I have consiuered ab

logical symbols and used semancical 'rules

LINK in a terminal-form, sinala the use of the

function. For pxample, the terminal-form

12 pron link n

has as its valuation

IF [pron] c [n] W0,1%,.TRUE ELS: it SE ,

and, likewise, - .

44@[persp v prif?n] =

IF [persp] c { a I (1 <a,bl e Lv) ) ( b L)rorli )

FHE: 2RUE ELSEZ,eALSE .

(this notation is s ;ad the terminal form ',-.er3p v

with 44 occurrences, has as its valuation in ri(L)

}



175

is.) Notice tnat, if 'persp' refers ('reters' used

informally) to only one object, then allowing the

denotation of 'persp' to be the singleton means Olt subset

is still the correct semantical function.

C. QUANTIFIERS AND ARTICLES

The implementation of quantifiers and articles is

certainly the most important part of the semantics to the

philosophically inclined. In fact, it is any .suspicion that
/

a logician will judge a theory of the semantics of natural

language most on the ability of that tneory tc handle ant,

coordinate quantifiers.

My theory will not satisfy many in this rejard. I

have not tried to develop a theory that will account for

much mathematical language, at all.: On the basis of Theorem

3, I suspect that context - sensitivity is needed for tnis.

The rules of the ....;ramMar GE1 that introduce

quantifiers and artOcles into- sentences make use of the

semantic function QUANTIF. QUAATIF is a functioa k..of two

arguments, which are:

1) the denotation of the article or quantifier;

2) the denotation of the phrase being modified:\
//

For example, the rule

(17,5) npeub -> quart adjp nounp

introduces quantifiers and articles into noun phrases.

182
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(See the grammar GE1 in Table 3 of Cnapter 4.) the

semantic function for this rule is

.QUANTIr(Equartj,([adjp] n Luounp]) )

(wherein we use the symlols on the right -hand side of the

rule to indicate the Application of aryument.$). the

semantic function QUANTIf is defined in this section, and

it depends not only on the denotations of tne words, but

also on'tne words themselves- -i.e., which quantirier or

article was present. However, the function QUA.iCiF is

still a part of a context-free semantics, in tnat the

wvaluation returned by QUANTIF does not depend up.:,n the

context of the.phrase_ta_the_ientaacev.

now indicate tne denotations of Lne various

quantifiers and articles, wnere applicable, and r.he

algorithm- for comduti.:.j the function QUAviqr,

1. -CAi.JINAL NUMBERS

Most of the cardinal numbers less tnan 4U occur is

ERICA. (Recall that cardinal numbers are classe

*gu'.) Most of the usages are trivial, as for example

counting exercises. I give cardinal nurnbers denocati.)us

reminiscent of the frege-Aussell treatment of the ,-..oLic;n of

cardinal, although simplified. Tne

card,lnal n be the set of all sets of U of

n . For example,

183
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[one] = {x ei)(0-1 lx{ = 11

[two] = {x P(D)1 1x1 = 2}

[three] = {x a P(D)1 1x{ = 3}

Notice that no use is made here of any sort of hierarchy

despite the fact that a more complex use of language than

that found in ERICA -might require it. Consider the

sentence, "Two groups of girls were present." The

reasonable denotation [two] would have to include the set

{ x 1( I y,z e x ) ( y,z a D)

A ( V w e x) (w =y v uzZ)

When the quantifier is a cardinal number, the

valuation given to QUANTIY is given by

QUAATIEUcardinal number],[a strip;]) =

[carOinal number] fl P([a string]) .

Hence, for the phrase two pretty girls' we obtain

QUANTIF([two],[pretty girls]) =

QUANTIFacmoh([pretty] n [girls])) =

[two] n,p([pretty] n [girls]) .

This gives us the class of all twoelement sets or pretty

girls.

Such noun phrases as 'tne two pretty .Jirls' do nO,

occur in ERICA; however, I indicate now to handle Laase

184
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phrases in the next section.

2. THE DEFINITE AREICLE

The definite article, 'the', occurs at least once

in 358 sentence types, representing 377 tokens, among the

9,085 tokens in ERICA. Uses of 'the' can be classed as

demonstrative and intensive, where the-former serves to

distinguish an object while the latter seem to do little

semantically at all. Some examples of the actual sentences

follow.

DEMONSTRATIVE USES OF 'the'

FREQ SENTENCEmodlim.........
3 to the zoo we went.
2 in the water.
2 in the castle.
2 put it on the microphone.

INTENSIVE USES OF 'the'

FREQ SEaTENCLMINi
2 i lost the other one.

all the clothes.
1 and the soldiers will come.
1 all the shapes.

This distinction is certainly not hard and fast, but maki9

it tends to point out tts degrees of semantic import th,?

word 'the' has.

In the classical theory of definite descrietions,

the word 'the' is treated as an operator picking out the
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object uniquely posseSsing a certain property; the

classical example is, of course

*) Scott is the autnor of gaveriv.

where the phrase 'the author of Waverly' denotes Scott

uniquely. the logical form (11) of tnis sentence is

something like

s = (iota x) W(x)

where s is the constant denoting Scott, W(x) is he

predicate for 'x wrote /'Waverly', and iota is the definite

description operator./

Looking at the usages of the word 'the' in ERIC

suggests a more Complicated notion of description. Nearly

. 10 percent of the usages of 'tne' occur with plural nun

phrases, such as

The tapes are going around.

Plurality could, of course, be accommodated 4)y-

picking out a distinjuished set, which may have-more than

one element. The classical tneory of definite description

has usually been Stated only for predicates that are tru-t

of one object, but the extension to seS is an obvious one.

MO11............
(11) I am `somewhat unhappy about using the phrala

'logical form', since it mai evoke many things beyond
I intend. I use tne notion inforMally to mean trot 8,::Ntte.:.C,;

in first -order logic, with set notation, that would be

representation for the given EngliEin sentence.
nothing more formal in mind tnln the talk about trangiat
ordinary language that is in elementary
courses.

186
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My inspection of the uses of 'the' in tRICA leads

me to believe:

1) it is clear that the pnrases using 'the' arm
perfectly clear to Erica and her conversant3, so nothing
very strange is happening;

2) tne word 'the' is doing sometning -- it has
semantical import, and is not always there merely for some
kind of syntactic filling, as I had suspected night be the
case;

3) while 'the' is picking out a distiguisned set
of objects, it is not clear that many phrases might be
simultaneously maaningful, such as:

the man
the two men
tne five men
the three most handsome mea

To countenance this in a theory that extends the

classical theory of desrri2tions, I suggest the notion or

contextual orde;inQs.

The fi:st semantical concept I offer is tne notion

of tne set- IM!' ED , the set of objects of immealate

importance to Erica. The initial reason for offering minis

is that many of Erica's utterances are elliptica.L ao

assume a limited domain for much of the conversation. 01

course, the conversation may gradually cnanye in topic, and

when it does, the domain of immediate imvortaac will

change. Language provides for ways of "cnanging he

subject , for example, by using proper nouns to brin

18 7

new
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objects to the forefront of tne conversation.

Tne set IMME/) is the contextual parameter in my

semantic model that contains the tnin:js of contextual

interest or concern to Erica. A'ne assumptio is that

careful examination of the context of utterance, the

physical surroundings, and the notes of the adults would

enable us to estimate this parameter at any %;iven time and

to account for the ways that objects are added to and

subtracted from IMMED. I think that it is not as large a

set as one might suspect.

The need for a contextual parameter in the

}semantics is illustrated by looking at various phrases in

ERICA and noticing that the same phrase will -appear to

denote different things in different occurrences of the

phrase. Notice the occurrences of the noun phrase 'the

water' in the following utterances from ERICA.

SOME OCCURRENCES OF THE PHRASE 'the water' IN ERICA

FREQ UTTERANCE
...... ......mlommen
3 in the water.

he goes in the water.
1 he spilled tne water.
1 lookat the water.
1 that's the water and let me yo in tnere.

Looking at the contexts, it is utterly imelausible

to believe that the same object is denoted throughout..

1 8
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Hence, the need for a contextual parameter.

I will define IMMED from tae set IMME.A. Let

IMMED1 be a subset of the domain D. The interpretation is

that the elements of IMMED1 are the objects of importance

in the conversation (at a given time).

Let R be a binary relation (ordering) on the set

IMMED1 satisfying the following properties:

i) TRANSITIVITY: if xRy and yRz then xRz,

for x,y,zc IMMED1;

ii) CONNECTEDNESS: xRy or yRx, for x,ye IMMEJ1:

Thus, R is a weak ordering. One of the re4uirements,

Connectedness, may be too strong. Intuitively, x

means 'x is at least as important as y'.

Eased on the structure ..jiven to 1:41MED1

ordering R (which may present a lot of structure, or very

1 little), I want to include certain subsets or IMEAA in

MED. Perhaps I can motivate this by the claim that I

think the following phrases may all be m3aninytul:

the men
the man
the three men

while, at the same time,

the two men

may be meaningless, or at least sufficiently unclear <4-,

require a 'HUH?' from the listener. My claim about a

1 8 71
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conversation, such as the ERICA corpus, is that at each

moment in the conversation thcire exists a set of objects

IMMED1 together with tne relation R, wnicn intuitively

means the relative importance of the objects in IMMED1.

It is now possible to defina IMMED from IMMED1 and

R. Actually, I want to define IMMED relativized to some

set T,- so I define first the set IMMED(E). then, IMMED =

IMMED(D), where D is the domain.

Let IMMED(T) be the smallest set sucn tnat

1) (IMMED1 fl Q IMMED(T);

2) if S (IMMED1 fl T) then S E IMMED if

and only if

X. E (IMMED111 r) - 5) y E s)

Lif xRy then not yr,x and

,if y x then not xRyj .

I shall call such a set S a clea., section of IMMED1

,relative to E.

Thus, IMMED contains the objects of contextual.

importance IMMED1, together with Lnose,subsets of IMMh.J1

that can be determined by the ordering, sub)ect to the

1,luirement that a subset must be neatlydelineated uy the

ordering.

It is now possible to give the /Algoriulm for Lht

semantic func'tion t:iuL Lite dr:tcr.i-;

the word 'Lhe.. It is m cc-

190
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a series of evaluations to be attempted.

*) GUAJTIF([the],[<ext-dressioh>)) =

1) if <expression> is sy tactically singular,
and there is a single on set S 11
IMUD([<expression>]) such that S c L<expression)j,
then evaluate to: S;

ELSE

2) if <expression> is sin actically singular,
then there is no evalu tion.

ELSE

3) if IMMED1 ti (<expressio4>] is not null
then 'evaluate to: IMMED1 n[oimpreesion>]

ELSE

4) if <expression> contains a cardinal number, let s be
the sfze of the elements of [ expression)]; tne.-1

[ <expression >] is computed b

QUANTIII(<cardinal>) <expression 2)))

for some <expression 2i. if t ere is a unique
set S e IMMED([<expressio,1>]) such that IS: .1: s and
S c [(expression 2>], then eva irate tog S

ELSE

5) the expression *) does not valuate.

As an example, consider the phrase

the five men.

Let IMMED1 = {al,...,a15,t},

and [men] = (a1,...,a15,b,c,d),

1I
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and let the relation h be given by ene following diagram

(where tne higher elements are more important, aea elements

on the same level are equally important.)
___ ..N

al

a2 a3 a4

a5 a6 a7

a8 t

a9 a10 al 1 al i

a13 a14 a15 e

ee

--,

We restrict the ordering to" [men] ( [fiva man] would be more

. /

correct--this would/ r,4uire some added comelexity of the

above conditional funi7/tion). This removee the element t

from consideration./ Tne only 5- elemeet_ clean seetion le,
/

,

the set

{a8,a9,a10,a11,a1z} ,

/

and hence, tnat is the denotatioe of tne enraee 'tree Live

men'.

The enrage 'the men' devotee tne set

{al,..., al5} .

Since L!-.eze is eo 2-element clean section, the ehrase the

two men' does net denote. rhe phrase 'the man' selects to

1-element clean sections. the above al,,eerithm says that it

therefore does not denote. Alternatively, we mitit. select

the highest clean section, and let
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[the man] = {al}

which is intuitively correct.

Notice that the algorithm gives the classical

results of the theory of definite description where

applicable, yet the theory is extended to include other

sets as well that are a part of natural discourse.

3. THE INDEFINITE 7 TICLE

When the quantification theory of predicate logic

'is applied informally to natural languages, the existential

quantifier 'is often used to represent, the indefinite

articles and 'an'. These words3r somewhat more

frequently in ERICA than the definite article.

40

INDEFINITE ARTICLES IN EiCICA

TYPES TOAENS

a I 788 857
an 15 16

I

These words modify singular noun pnrases exclusively.

Presumably,\ A

[a] = [an] ,

so I will'identify the two forms of the indefinite ar;:icle

and talk only about 'a'. In about one-third of the cases,

'a' points rather non-specifically, as if to sa y some

193
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singular but -unidentified, perhaps unfamiliar, object.

Such cases include:

1 there's a farmer in there.
1 those are for a boy.

In many other cases (perhaps as many as 500) the wore 'a'

functions' as a kind'of generic pointer, meaning "son.tning

of this kind or satisfyin; these properties". Examples of

this include:

2 i want to read a hook.
1 you are making a .souse.

When Erica says

i want to read a book.

it is plausible that she is thinking of the criteria that

specify bookness , rather than a class of books (12).

11.1.,
(12) The treatment of semantics herein considered

is extentional. Without involving myself in a discussion
of modalities de ditto and de re, I would like to remarK

that there is more than a little modality ia Erica's

speech.
One solution that has occurred to me--cma tnat is

reasonably consonant with sat-tneoretical semantics--is to

have essential objects in the data structure (ontoloy if

you wills. In this way, the denotation of tne phrase

a book

could be an essential book. I am tempted to recommend this
as an explanation for linguistic development of cnil:ir=n.

Perhaps there, is a confusion between pro ?erties and

objects, and the child, in learnirL. 4 cluster of

properties, reifies them. Or perhaps parents foster a

realism upon the child (one that they tnemselvas have
discarded) to facilitate learning- the difterence between

oranges and pears.
I think this is something to consider in examining

the semantics of children's. languages.

191
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the most straightforward definition of QUAaTle,

when the article is 'a', is

QUAZ;TIF([a],[<expression)])

IMMED n [ <expression>]

This seems to work rather well-in cases where the arcicle

occurs in tne predicate of the utterance. For examiae,

[i'm a big girl] =

if [i] c (IMMED fl ([big] fl [girl]))

then TRUE else FALSE

The gammar GE1 is deficient in regard to the

semantics of many phrases containing 'a'. -there are

approximately 100 utterances in ERICA that contain 'a' in .

the subject for which GE1, as it stands, gives the wrong

semantics. Consider the utterance

1 a boy hai that one.

The logical form of this utterance is sometninv 1.1.1w

(V x) (x is a by and x had that one).

Thai-rules of GE1 simply check to see whether or not the

subject is a subset of the predicate. 'glance, we have

EVA;#UATION 11

if [a boy]
(continued)
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c{xlg<x,y>e [riad) (ye ( [that] r Lone] )}

then TRUE else FALSE..

Clearly, no denotation [a boy] makes tnis plausible.

Instead, we need to change the rules for GE1 06 cneck fur

'a' in the subject, in which case we could have something

like

EVALUATIOI; 21
41

if La boy] n

x (g<x,y) [had] )(y E [that] fl Lone]))

0 then TRUE else FALSE.

Some additional rules (perhaps several dozen) need

to be added to GE1 to yenerate sentences wherein the

subject is modified by the indefinite article; the

appropriate semantic functions can Li-len be associatel with

these rules.

TdE UNIVERSAL WA:4TIFER

The word 'all' occurs in 100 utterance ty,.;es,

accounting for 128 tokens. For simplicity, I let

CUANTIFUall] ,[<expregsion>]) =

[(expression>)

as opposed to, say, restricting [(expression)] to the set

IMMED1. This appears to work in about 75 percent-of the

cases. The remaining 25 percent use tne word 'all' in the
O

1 !HI
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sense of 'completely',.as in

13(the kitty 311 green) =

if [the kitty) c [green) then TRUE else ett.,se. .

This is rather strange; it says that the kitty is a green

thing, rather' than the stronger interpretation of being

completely green. I take it that these cases use 'all' as

an attributive adjective rather than a quantifier.

This use of 'all' occurs in ERICA only when

<expression> is an adjective phrase, so the rules zor

QUAOTIF could be modified if I were willinv to handle

attributive adleetfirss, which I am not. dowever, chit'

would give the wrong result to

1) men are all mortal.

which gresumaoly hal the same meaning as

2) all men are mortal.

and tnerefore, 'all' is not attributive in 1).

Some utterances using 'all' follow.

6 all gone.
6 it's all gone.
4 he's all black.
4 it all gone.
4 they're all gone.
3 all finished.
3 that's all i got.
2 all up.
2 all i have.
2 he's not all black.
2 i all finished.
2 tney're all gone.
1 it's all gone.
1 'cause they're all gone.
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1 all well.
1 all gone?
1 all mine.
1 all gone ...
1 all the way.
1 all those
1 all fall down.

D. r,k2POSITIONS

Prepositions are used in (R1 in-two ways:

1) As a syntactic part of a verb associated with

the preposition. Table 2 lists the sentence types

requiring rules (3,8) and (4,35), whicn associate a vary

with a preposition. It is important to realize that the

semantic functions associates with tnese rules are not

concerned with the denotations of the prepusici,xis

involved. For example, the lexical form

persp v pronadj n prep,adv

represents the utterances

4 i lumped my puzzles out.
1 i dump my puzzles out.
1 i put my dishes away.

The valuation of these is given by

if [persp]

[ a 1 ( 4<a,bi e ECOM3I.:E(1,v],k)rep)j )
(ye [pronadj] n Ltd)

,then TRUE else FALSE .

The syntactic function COMBINE concatenates the verb with

the preposition to form, for example, tne separable verb
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dumped#out .

This is then considered to be the Syntactic unit in the

utterance.

I might add tnat the function COM6INE does the same

work that would be one by a transformation desiwied to

convert the tree

SUEJ

S

V

dumped

PREP

1
out

my puzzles

to the tree
S

SUBJ V NP

my puzzles

dumped out
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I do not explicitly use transformatio..s; however, it

be clearer to do so in this case.

2) Two other rules, (7,1) and (0,4), allow

prepositional pnrases to modify noun phrases. (The reason

for duplications of rules in the grammar GE1 relates to tne

fact that GE1 is also a 9rooabilistic grammar. Often it iS

necessary to repeat the same process two or more times in a

probabilistic grammar in order to account for statistical

differences in the data.)

The denotation for a preposition is:

[peep] Q Y.2

The rule -that generates prepbsItional phrates is

(12,1) prspp -> prep np

and the semantics is

[PrePP] = 1.PreP nil

[a ; ( z <a, b> E [prep] )
(b E [,np] ) } .

Hence,_ the- noun--phrase

capitol of France

has as its denotation

[capitol] n

{ a ( a <ab>c. [of])
(b a [France] ) 1 .

As previously mentioned, this is not the most natural way

to handle prepositions. The preferable way is to view th-
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preposition as a function--a.g.,

CAPIT010-0F (x)

The preposition 'witn. is perhaps a paradigm for J112

semantics for prepositions. In a quite natural way,

[with] can be thought of as the set of pairs <x,y> sum

that x is in the accompaniment of y. Other

prepositions, such as the ubiquitous 'of', do not in

themselves represent a single, clear semantical notion, and

hence my treatment does not do-such prepositions justice.

E. ADVERBS

Adverbs form tne most complex semantic clasa I've_

considered. Here 1-am particularly afraid that tryin, to

make GE1 a good probabilistic grammar has hurt tneslmantic

treatment.

Two views of the semantics of the adverb at)eear

reasonable:

1) the adverb is a function. Giver, a set A,

ADVERB(A) c A,

phrase

generally; for example, the adjectival

[very good] = VERY(Egood))

where VERY is the function associate,1 in the model wits:

the adverb 'very'.

2' Alternatively, notice that most properties to

whiCh advezbs are applied can be thought of as or:ierings.
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The adverb then selects the appropriate section of the

ordering. As an illustration, suppose that the ordering

given by the adjective .good''iss

ORDERING ON D GIVEN BY THE ADJECTIVE 'GOOD'

x1

very x2 x3
1 x4-

x5 x6

x10
x11 x12

The adver 'very' then selects the appropriate part otl the

ordering.in question.

I do not intend to develop either theory in any

detail, except to remark that 1) seems a pit too general to

be useful in analyzing a child's language. 1) is a

brute-force. approach to the semantics of adverbs. 2)

requires some analysis of the structure of some particular

adjectives and adverbs in Erica's speecn, co see if it is

tenable or not. tIncidentally, I tnink that the child

thinks in terms of vary clean and simple orderings on

objects; I don't think that the analysis of the ordering

given by an adjective, say 'good', would be as complicated

as might be suspected.)

In the semantic functions I use the function
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MEASURE of three arguments, which are:

1) The first argument is a dummy argument that

preserves some of the structure of the subtree involved.

It does not currently play a part-in the semantics.

2) The adverb.

3) The :set the adverb is functioning upon.

Presumably, the concept represented by the set would nave

to proVide an ordering. Hence, if 'pregnant' does not

admi t -to more end less ", then 'very ,pregnant' is

meaningless. (From experience, I am however quite certain

that 'pregnant' does admit to degrees.)

Several rules--(4,21)4 (4,22), (4,23), anu

(4,Mintroduce interrogative adverbs (such as 'where',

'tow') into the sentence. i now believe that these should

be handled quite separately by a grammar wicn more

individually suited rules.

F. OTHER WORDS

Interrogative pronouns (words classea as 'liiteri)

as questions. The meaning of a question Q, i shall say,

is the set S such that a description of S is the correct

answer to Q. Interrogative pronouns have no denotation,

but are instead 'logical' wo4s. (See Cnapter b for a

discussion of the rules tnat introduce interrolotIve

pronouns.)

9 0 3
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Other logical words include 'conk' (conjunctions)

and 'neg. (negating_words). Interjections ('ine) play no

semantic role in my analysis, either denotative or loyical.

\
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CHAPTER 6 -- kHE SEMANTICS.Oe ERICA

I. THE SEMANTICS OF THE GRAJMMI %R

In Chapter 5 I discussed the basis denotations

given to the lexical categories of words in the dictionary.

These denotations were, of course, selected with a mind to

the kinds of semantic functions that would be assigned t()

the productions of the grammar GEI.

Here follows a discussion of the individual .rules

of GE1. For each rule, I give the semantic Uhction, and

then report on the results of using the rule on the data.

Lexical disambiguation was accomplished by the

probabilistic model of lexical disambiguation (see Cnaptgr

4). In some of the more interesting cases, i lisL the

terminal forms involved, and some of the original

utterances (1). The format is the following: first, the.

label and the production are given, than Lne following
do.

statistics about the usage of the rule in the ExI..41

corpus.

.....
NN (1) I have tried to concentrate on tne problems Ind

inadequacies of.this semantics in this section.
°Space- does not permit me to liat all the

transformations of the data thatvI used in preparing the
summary given here since it runs several thousand pages.
HoweVer, the listis are available to anyone interested in

this research 1111 a/more detailed way.
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tf%

\

,
1) TYPES: the number or terminal forms \ teat used

the rule;

2) TOKENS: the number of original utterances that

the TYPES re resented;

3) TIMES USED: howemaay times the ru/e was used in

ERICA (where a given terminal form may havitiS used the rule

more than once; this could either have beer( because cane

derivation of the form used the rule repeatedly or because

there are several derivations of the form, eacn, of wnici

used the rule);

4) TIMES USED * FREQUENCY: the frequency of a form

multiplied oy the number of times the form was uses, summed

over the forms.

If the complete list of terminal forms is given fir

a rule, then the following information is included:

1) column 1: the frequency of the-form in ERICA,

after .axical disambiguation;

2) column 2: the number of deriyations'of the form

by GE1;

3) column 3: the form, followed by the number of

times the rule was used for the form, if

(
nis number is

different from 1.

Following this, the semantic function i used for

the rule is displayed. The format is as described in

Chapter 5. In addition to simple set-tneoratical

20(



200

functions, the Special functions QUAATIr and MEAsUtt6 are

used with, their special definitions assumed as given

Cpapter 5. 'SeveralOther functions are also defined as

needed.

Jkftsr lexical disambiguation by tne probabilistic

-method, there were 1,060 terminal forms, representing 1,046.

uttetance tokens in ERICA,

1. ADJECTIVE PHRASE RULES

0.1), attig :2 .

o

Types s 199 Tokens = 539
Times us,ad = 214 TiMas used * frequency = 556

L3ernant4 cs: {adii

An adjp, to characterize it idformally, is a stririr4

of common ,adjertives (ad j) precedeu 'oy an cvtional

adverbial phrase.

Rule (10) 1.1 the simdlest of the rules that

introduce such strings.

Lail a41.2 -> 21.112

Types = 39 Tokens = 63
Times used = 58 Times used *'irequency = 83
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Semantics: [adjp] fl [adj]

this is the recursive adjective phrase rule. The

forms using it are listed in Cnapter 4, so I do not repeat

them here.

1 adi =2 21.122 1112

TERMINAL eORMS

Types No. of Form Times rule used on form
Derivations (If different from 1) Cr011,.ma00* 4,WW. asilmmoeloo.moom

7 1 persp link adv adj
5 1 adv adj
4 1 pron link adv adj

; 3 1 adv adj n
3 1 persp link nag adv adj .

2 . 1 link adv adj
2 2 persp link adv adv adj 3

1 2 adv adv adj n 3

1 5 adv adv adj adj 8

1 1 adv adj n prep pronadj n
i i conj pronadj adv adj
1 1 conj pron link adv adj
1 I conj persp link adv aaj
1 1 int adv adj
1 1 n link adv adj n
1 1 neg adv adj
1 1 persp v adv adj n
1 1 persp link adv adj n
1 1 persp linx neg ax. t adv adj n
1 2 persp link adv adkr adj pron n 3

1 1 pron link neg add adj
1 2 pron link adv.adt adj 3

Types = 22 Tokens = 41
Times used al 37 Times used ilrequency a 58

Semantics: ItIASUREkadjp,/ADVP>, [advp] , [aajpj )

(

Phis rule modifies adjective phrases wish adv4rbiai_
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phrases. Only one form has two (or more) adjectives

together:

1 adv adv adj adj

The original utterance is

1 in here any more

which contains the adverbial phrases linitnerel and

'any/more', Which should be reclassified in the dictionary.

The form

1 adv adv adj n

represents the sentence

very very angry .now .

The word 'now' is very likely misclassed in the dictionary.

wnen two adverbs modify an adjective pnrase, charo

are two semantic interoretations possible, as snown by the

iollowing denotations for 'adv auv adj n':

1) MEASURE(<ADJP,A,JVPi, LALA/1.
MEASURE((ADJP,ADVP), EADVi LAM)) fl LLU

This first interpretion is that botn adverbs modify tna

adjective in turn.

2) MEASURE(<adjp,ADVP>,
MEASURE(<adjp,ADVP), LAL)v),(AoV))1 LADJJ)

n [N]

This second interpretation is that the first advezz

modifies the second.,
/7

Let me elaborate a bit on this ambiguity. The
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intuition behind the function MEASURE is that the adverb

assumes an ordering on the modified Set and then extracts a

section from that ordering. The other notion of adverbs

that I considered in Chapter 5, and rejected, is that the

adverb elects a subset of the modified set. (This second

more general interpretation seems too non-specific to be

helpful in describing the semantics of ERICA.)

No good examples of this ambiguity appear in ERICA

to my knowledge. Some fictitious examples are the

adjective phrases:

a) somewhat overly protective

b) fairly well considered

For a) .the correct order of modification is given ay 1),

whereas for b) the correct order is 2). Notice that we

would, intuitively, group, 'overly protective' toyetner,

then modify by 'somewhat' in a), whereas in o) tne tendency

is to group 'fairly well' together.

Oz course, some ways of handling the function

MEASURE could yield semantic equivalence, but 1 thing that

in the above example it is sufficiently clear to indicate

that this is not always the case.

The interpretation favored by the probabilistic

grammar is 2). The conditional. probabilities for the

interpretations are:

;'.10
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1) .39

2) .61

All utterances in ERICA that have an adverbial

phrase of two or more adverbs, thereafter modifying an

adjective phrase, present this semantic ambiguity, The

original utterances, listed by the terminal forms involved,

follow. (The line beginning '\(From: ' indicates the

lexical form involved. Often, since lexical disambiguation

has occurred, some consolidation has curred. See Cnapter

4. text oeginning with '(REMARK' CoiltailS a comment. awoUt

thq previous group of utterances.
0

(From: persp link adv adv adj)

i was very very scared.
it'q very very .Taro,

Frog; adv adj 1-0
very very angry now.

(From: adv adv adj adj)
in here any - -more,

(From: persp link adv adv adj pron n)
i be very very careful this morning.

(Remark: 'this morning' is not a predicate nominative as

the grammar says *t is. Again, this is an adverbial phrase

that needs to be eclassified in the dictionary.)

(From: pron link adv adv adj)
those are very very high.

Looking at these utterances involving two adveq-ns,

it is not clear which interpreteation is to be favored Tt
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we believe the probabilistic grammar, we would try to

analyze 'very very' as an adverbial function, since this

interpretation is favored with a conditional probability of

.61. One would like to see a greater variety of adverbs to

make any claim, since 'very' is the only adverb using this

construction in ERICA. See Section II for further

discussion of ambiguity.

2. ADVERBIAL PHRASE RULES

(14.1) advp adv

Types = 55 Tokens = 260
Times used = 10 Times used * Frequency = c77

Semantics: [adv]

advp .72 adv advp

Types = 8 Tokens n 29
Times used = 10 Times used * Frequency = 31

Semantics: MEASUAE(GADVP,ADV>, [advp] ,Ladv))

Rule (14,2) is the recursive auverbial phrase rule.

The forms are given in Chapter 4.

3. QUANTIFIER-ARTICLE RULES

2 1 2
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The symbol 'quart' introduces quantifiers and

articles into utterances.

Notice that the class of 'qu' contains the cardinal

numbers, and the function QUAiTIi handles the semantics for

these. A more syntactically elegant but semantically

equivalent Approach _would use an added symbol 'card' for

the cardinal numbers, making tne semantic difference

exp4cit in the syntax. This is to be preferred from a

conceptual point of view, since it makes a semantic

distiiction clear in the syntax. The chief reason that

did not do this is that there appeared to be little

difference in the way the various quantifiers were

distributed statistically in the coreus and hence no

syntactic justificatioh for the added symbol.

This may be a case of the syntax diverging a bit

from the semantics. I think that tne ERICA corpus offers

too little developiental evidence to be certain. We woulci

want to looklover a slightly lodger period of time. (Erica

was between 31 and 33 months old at the time of the

recordings.)

The semantics for rules (21,1) and (21,2) is slmely

the identity function. This is becausa tne function

()ANTI?, as described in Chapter 5, is called by 6he rules

that actually introduce the 'quart' into utterances. Sw

rules (22,2), (22,3), (17,4), and (17,5).

2 I 3
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S21.1_) quart =2 92

Types = 117 Tokens = 277
Times used = 140 Times used * Frequency = 307

Semantics: (qu]

(41.2) Quad

Types s 257 Tokens = 821
Times used e 302 Times used * Frequency = 882

Semantics: (art]

4. ADJECTIVE PHRASE RULES -- POSSESSIVE ADJECTIVES

The symbol sadp. introduces the symbol .det. to

precede strings of common adjectives (adjp). Tne symbol

'dets then is replaced by either 'pronadj' (pronominal

adjectives) or spadj. (possessive adjectives). Theoe rules

are not included among the aojp rules since, as a

probabilistic grammar, GE1 accounts for the face tnat

possessives usually precede common adjectives. For

example, notice the two utterances representing the form

(From: adv link pronadj adj n)

1 here is my big, quilt.
there is my new (n);

114
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the symbol '<n>' stands for unidentifiaole

I have not found in ERICA a single example of a possessive

occurring after a common noun in a modifying phrase. GE1

accounts for this; the price paid is the use of rules that

have no apparent semantic content.

(24.1 1-2 !dig

Types = 62 Tokens = 157
Times used 68 Times used erequency is 164

Semantics: [adjp]

411 242 ds&

Types = 115 Tokens's 297
Times used = 139 Times used i'requellcy = 327

Semantics: [det]

2g2 -> det 4c11.),

TERMINAL FORMS

Types No. of Form Times rule used on for-n

Derivations (If different from 1)

2 1

ilb

adv link prOnadj adj n

2 1 intadv Aux pronadj adj n
2 1 persp v pronadj adj n
1 1 mod persp v pronadj adj n
1 1 neg pron link pronadj adj n

215
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1 1

1 1

1 1

1 1

1 1

1 1

1 1

Types.= 13

persp link pronadj adj n
pees mod neg v pronadj adj n

p prep art n adj n prep pronadj adj n
pn v pe sp pronadj adj n
pron k pronadj adj n
pronadj adj n
pronadj adj n conj art n
v pronadj adj n

Tokens = 16
Times used = 13 Times used * irequency =-14:0

Semantics: [det] fl [adjp]

5, RULES FOR ADJECTIVE-PHRASES NOT PRECEDING NOUN PARASES

Several rules introduce adjective phrases that do

not precede a noun phrase. These rules are: (7,5), (4,9),

(4,12), and (4,41). When an adjective phrase stands alone,

the effect of a 'quart' (quantifier or article) muat be

made on the adjective phrase alone. As an example,

consider the form

7 persp link qu adj

representing

4 he's/ill black.
he's/all green.
it'd all better.
he ;is all better.

The denotation for these is

if [persp] G QUANTIF(NuMadin then

TRUE else FALSE.

216
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As I mentioned in Chapter 5, this use o 'all' is noc

really as a quantifier, but

attributive). Since the uses

are connected with adjective

rather an adje eve (possioly

of 'all' that hav this sense

phrases not preced g a noun,

the semantics could be modified to handle it easily enough;

for example,

if [persp] c ALL( [ad then.
TRUE else FALSE ,

using a function ALL to compute the appropriate .subset of

[adjp]. I am not clear anout all the implications that

this sort of thing would have.

The qadp-rules generate adjective phrases that do

not precede nouns.

.caa42 =2 ad12

Types = 43 Tokens 213
Times used 49 rimes used * frequency ai

Semantics: [adjp]

(22.21 202 :2 quart A412

TERMINAL eoRms

Types No. of Form Times rule used on form
-Derivations (If different from 1)
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7 1 persp link qu adj
6 1 qu adj
3 1 art adj
2 1 persp link negAu adj
1 1 art adj adj
1 f persp link art adj
1 1 persp link neg qu adj adj adj
1 1 pron link art adj
1 1 pron link art adj adj adj
Types = 9 Tokens = 23
Times used = 9 Times used * Frequency = 23

Semantics: OUANTIF( Lquarl) [uljp] )

2.441.1 Ode .12 quart

TERMINAL FORMS

Types No. of Form Times rule used on forte-
Derivatiotis (IL different from 1)

3 1 pron link art
2 1 art
1 1 link qu
1 1 link pron qu
Types = 4 Tokens = 7
Times used = 4 lines used * trequency = 7

Semantics: QUARTC( [quart])

The QUARrC funCtion is given by

OUARTC( [quart]) = QUA.,41F(Lquartj,IMMEL))

I list below, by terminal form, tne utterances usiny tnis

function.

3 pron link art

that's a
there's a
this iq a

218
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(Remark: These appear to be fragments.)

art
2 a.

1 link qu'
... is this.

(Remark: Lexical disambiguation appears to have failea oa

'link qu% since the wort 'this' is probably a pronoun

rather than a quantifier. It is, of course, classed inthe

dictionary as both.)

1 link pron qu
is another one?

(Remark: Another failure of lexical disamoiguation.)

Most of these utterances appear to be fragmentary,

so there is little to conclude about the value 424 the

QUARTC function.

(22.4) 9ag2 =Z 191

TERMINAL FOkMS

Types No. of Form Times rule used on form
Derivations (If different from 1)40.

10 1 pronadj
7 1 pron lint padj
6 1 pron link pronadj
4 1 padj
2 1 Orem link padj
1 1 nOg pron link pronadj
1 1 persp link pronadj
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Types = 7 Tokens = 31
Times used = 7 Times used, * erequency = 31

c

SeMintics: Eclat]

Notice in the above forms for (22,4) that the

symbol 'det. does not occur in any form; this is because it

is, of-course, a non-terminal symbol of the grammar W..

'det'/ introduces possessive adjectives ('padj') and

pronominal adjectives ('pronadj') into utterances through

rules (10,1) and (10,2).

(22.5) 01112 =2 Agi ialk

TERMINAL FOt(MS

Types No. of Form Times rule used on form
Derivations (If different from 1)

11M.111.011;

1 1 conj pronadj adv adj
1 1 pronadj Adj
Types = 2 Tokens a 2
Times used = 2 Times used * Frequency = 2

Semantics: (det] n cadjo

6. RULES INTRODUCING POSSESSIVES

PcThe symbols 'padj' and 'pronadj' are the ssessIve

adjectives, which are introduced through tne 'det' symbol.

(1.Q.1) g :2 READAAJ

2 2 (1
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Types 2 121 Tokens = 312
Times used = 144 Times used * frequency = 341

Semantics: [ ronadjj

(10.2) det -) 011

Types = 16 Tokens = 34
Times used = 17 Times used * Frequency = 35

Semantics: [pad j)

7. NOUN-PHRASE RUES

,Several sets of rules introduce noun phrases. .0 he

proliferation of symbols is, agar, to maice G:,1 a

reasonable probabilistic grammar. rnis

prima, facie disturbing, especially since many of the xules

have little semantic content. Tne explanation is that

noun - phrase constructions appear rather ulrferently wheel

used in different parts of the utterance. In particular,

noun-phrases that stand as the whole utterance are rather

unlike noun7phrases that serve as the objects ot

prepositions. See Chapter 4 for the parameters (153,1ctat

with the rules of GE1.

25....'1.11.02 :2 En

Types = 112 Tokens a 234
Times used = 137 Times used * erequency = 209
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°NI eAsu swao; 'soul ;o Auvw Ivan epTloN 

*mores II 

uoTloes uT AlTn6Tqwv viluvwes 7o uoTssnosTp eul wewerddns 

01 012$141 8W20; 70 1STT 916TdWOD epl pepwrouT eAwq r esesqd 

uncu v A;Trow esvaqd rvuoTlTsodeid v set ern/ gm 
(ddeadl U Nnsdul sswmuvwes 

Et' = A3uenbeaj * peen sewu 001 = Pearl sesiTI, 

OVL = sueNoa Lb = sedA/ 

u ass dead u nb A 7 I 

u rpeucad dead u rpvuoid A Z t 

u u law dead void A Z I 

117 U U 17R dead u dead dsaed A E I 

dsaed dead dried A Z I 

dsaed dead u A Z k 

u dim! u A E I 

demd daze uoad void sae A k L 

uoad dead u law A Z I 

dsaed dead u law A u rpsuoad Z t 

uoad dead uoad xuTr uoad I, 

dsaed dead u xuTT void 1, t 

u 2av dead u xuTr uoad I, 

dszed dead uoad A ud Z t 

u u dead u we A ud I I 

uoad dezd uoad A 49U pow U ud Z L 

u (pp rpsucad (bud u rpv u liv dead A dozed I 

u u rpvuoad dead dsaed A pow dozed I I 

dozed cloud u rpw A beu pow dosed Z I 

u rpvuoad dead dszed A pow dozed Z I 

dialed dead u rpvuoad A pow dszed Z I 

uosd (Said uoid dead A pow dszed I t 

dozed dead uoad nb A xnv dszed Z I 

woad dead uo3d rim sae A dszed Z I 

u dozed dead dined A pow dsled t i 

u u Nevoid dead uoad A died I I 

dexee dead void dsied A died I 

domed dead u A beu pow dsaed Z I 

u uoad law dead uold A dszed I I, 

u rpv sae dead u VW A dsied Z I 

u llv dead dszed A pow dszed Z I 

uo'd doid.deled A pow dazed Z I, 

LIZ 



218

that the prepositional phrase may alternatively be viewed

as an object of the verb instead of as iHmoulfier to thts

nounphrase.

(NOTE: Here the reader may note that rule (13,2)

has been removal from the grammar. I nave retained tnis

numbering so that I don't confuse the computer program that

formats all the tables of this work.)

ilia) 22:2 Am lub con Aosub

TERMINAL fORMS

Types No. of Form Times rule used on form

Derivations (If different from 1)011.141..........i.M..... .1.164MOM .PeRm

2 1 pron link n conj n
1 1

adj adj n conj pron aux v art n
1 1 art n conj nrt n.v prep art n

a1 1 conj pn conj pn aux v prep n

1 1 n n conj persp v pron
1 1 persp v pn conj pn
1 1 persp link art n conj n

1 1 persp v n conj pronadj i
1 1 persp v pronadj pn conj n
1 1 persp v pron conj qu pron
1 1 persp v prep art n conj art n

1 1 persp conj persp mod v 4u pron

1 1 persp v art adj pron conj art n

1 1 persp mod neg v art n n conj art n

1 1 persp mod neg v pronadj n conj pronadj n

1 1 pn conj pn mod nag v art n
1 1 pn prep pn conj persp
1 1 prep pn conj pn
1 1 prep pronadj niconj n

1 1 pron link pn'cOnj pn
1 1 pron link pn pn conj pn

1 1 pronjink qu n conj art n
1

I i prorOink art n conj art n
1 1

proOdj=n conj pronadj n prep vrsp v
Types a 24 Tokens -11 ;5

Times used 24 Times,use4 a Frequency 25

225



219

Semantics: ( [npsubj ) U ( [npsub) )

This rule conjoins noun pnrases together with

conjunctions. I believe the correct function is union, as

in

2 pron link n conj n

representing

that's mommy and daddy.
there's mommy and daidy.

Consider

pronadj n conj pronadj n prep persp v

which has the &notation:

if (([pronadj] n [n]) U ([pronadj] n [n] )) n

Cel (a <a, t` E [prep]) ( b c [persp] ))

c [v] then TRUE else zALSE .

The original utterance is

my mommy and daddy 'fore it rain.

It contains the phrase 'fore it rain' as an adverbial

expression. Hence, the analysis is incorrect in this case,

and this is the only utterance represented by the tom.

the use of the union function seems approeriate for
r

most of the utterances requiring rule (13.3). Tne 'con)-

is almost always the word 'and..

(13;4) se :2 naub

2 9 1;
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Types = 868 Tokens = 3518
Times used a 1751 Times used * xeiuelicy =

Semantics: [npsub]

17 1 !wow? z2 22112

Types Is 525 Tokens = 2291
Times used = 692 Times used * Frequency a 2744

Semantics: [persp]

112 All npsub =2 nook

Types = 559 Tokens a 2546
'Times used 21 903 Times used * Frequency = 3293

Semantics: [nounp]

(17,3) npsub =2 ag2 noulle

Types = 188 Tokens = 468
Times used = 220 Times used * Frequency = 507

Semantics: [adp] n [nounp]

(17,4) npsub -) quart nom

. a

Types 288 Tokebs = 937
Times used a 356 Times used * Frequency = 1028

Semantics: QUANTIF( [quart) LnoubPJ )

227
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Rules (17,4) and (17,5) generate noun-vhrases

modified by a 'quart..

i12.85.1 rWsub :2 swat adj PPunkt

Types No. of
Derivations

TERMISAL FORMS

Form Times rule used on form
(If different from 1)

12 1

10 1

9 1

8 1

6 1

6 1

3 1

3 1

3 1

2 1

2 1

2 1

2 1

2 1

2 1

2 1 -

1 1

1 1

1 1

1 1

1 1

1 1

'1 1

1 1

persp 1., art, adj ",n
pron Zink art adj n
persp v art adj prod
art adj n
persp link art adj n
pron" link art adj pron
conj art adj n
qu adj n
qu adj n n
ne0 pron link art adj n
persp v qu adj n
persp link art adj pron
persp link neg art adj n
Persp link art adj adj n
pron link"art adj adj n
,v art adj n
adv link art adj adj pro.-,
art adj n n
art adj pron
art adj adj n
art adj adj n v
'art adj adj pron
art adj adj adj n
art adj pron persp v

i i ,
conj art adj adj n

1 1 conj persp v art adj n
1 1' conj adv link art adj n
1 1 conj pron link art adj pn
1 1 conj persp link art adj n n
1 - 1 conj persp v art adj adj pron
1 1 cbnj pron link art adj adj pron
1 1

int pron aux v art adj n
1 1 int pron link art adj adj n
f 1 intadv aux qu adj n
1 1 intadv aux art aaj n

ti
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1 1 intadv persp v art adj n
1 1 inter link qu adj n
11 1 mod persp v qu adj n
11 1 mod persp v art adj pron
V 1 n link art adj n
1 1 n link art adj adj n
1 1 n mod v prep art adj n
1 1 neg persp link art adj n
1 1 persp art adj adj n
1 1 persp v art adj n n
1 1 persp mod v qu adj n
1 1 persp mod v art adj (I
1 i persp v art adj adj n
1 1 persp mod v art adj pron
1 1 persp mod nog v qu adj n
1 1 persp v prep art adj pron
1 1 persp link prep art adj n
1 1 persp mod neg v art adj n n
1 2 persp v art n prep art adj n 2

1 1 persp link neg art adv adj n
1 2 persp,, art adj pron prep pron /2

1 1 persp v art adj pron con) art n
1 1 pn link art adj adj n
1 1 prep art adj n
1 1 pron art adj n
1 1 pron art adj adj n
1 1 pron link meg art adj n 4e

1 i pron link pron qu adj n
1 1 pron link art adj pron art n
1 1 qu adj adj n
1 1 qu adj.n v n n
1 1 qu adj n mod neg
1 1 qu pron link art adj n
1 1 v art adj pron
1 i v persp art adj pron
1 1 v qu adj n
Types 71 Tokens mg 129
Times used = 73 Times used * frequency a 131

Semantics: QUANTIF([quart] g([adjp]n Lnounpl))

8. VERJ-PHRASE AULES

-w9



did A beu pow dezed ruop I Z 

A pow dszed u lie I z 

A xnv u lie I t 

dezd u rpvuozd A beu pow dozed t E 

7 dosed dezd dozed A pow doled Z E 

z uozd doze uozd A pow doled Z E 

u rpeuozd diud A xnv dosed I E 

uosd dezd A pow dozed I E 

dezd uozd A pow dozed I E 

u nb A beu pow dazed I E 

dezd A beu pow dozed I E 

u doze A xnv dozed I E 

u nb A pow dozed I E 

dszed A pow dosed u I E 

A xnv u t E 

A xnv dozed coos t E 

dezd A xnv u lze I £ 

A xne u nb 1 V 

dozed dezd A xne dosed I p 

u lze A bleu pow dozed I p 
dezd A pow dozed I V 

, u A pow dosed I v 

dozed A xne dozed I S 

dezd A Xh9 dozed I S 

dead A xne zeluT t G 

deid dazed A feu pow dosed t 9 

u rpvuozd A beu pow dssed t 9 

u rpeuozd A xnw dazed t 9 

u 2.21? A pow dozed t 9 

A him xne dozed I 9 

u we dezd A MP de/0d I L 

ds2ed dezd A pow dszed I L 

U 131 A WAW 6639d t 1. 

UO3d A xne dazed I L 

uozd A beu pow dozed t 6 

dezd dosed A poW dozed I Ot 
u A xnv dosed I It 

u A beu pow dozed I Et 
dozed A beu pow dozed t Vt 

uozd A row dazed I 9t 

A pow dozed t fit 

dazed A pow dosed t 6Z 
A xnv dozed I EE 

A beu pow dozed I ZOV 

...... Nommormimminem+00 ..... ............ ,....010 
(I woo; luezemp ;I) suoileAyzea 

wxo; uo peen stns sewn 11120,1 70 *ON sedAj 

EZZ 



dead u rotuoad A beu pow 
Azpow dazed aeluy 

dead dazed A pow osaed luT 
u rpw lie A xne uoid tut 

A xnv domed luT 
u rpeur,38 de'd A pow dozed dazed rum 

'gear! Ogaed A beu pow dozed rum 
u dead A xne ud rum ud ruoo 

dead u Sze A pow dtied rum 
u rpe dea4 A xne dozed fum- 
y 1112 dead A pow dazed fuoo 

uozd dead A xne dszed ruoo 
dead A beu pow uoid rum 
beu A beu pow dsaed rum 

dozed dead A pow ud rum 
u ANbeu pow dozed cum 

UOld A pow dazed rum 
7911Lre' 

U A xne dazed fuoo 

U A pow doled ruoo 
u A env u ud rU9D 

A pow u lag rUOD 
dead .A beu pow u law 
beu A beu pow u 439 

A beu pow U 4ati 
dazed A pow dozed 

A xne dazed Ape 
u 4a >a A beu pow doled u-fpv 

Azbeu pow u fpw 

U 138 A xne uoad rum u rot rpg 

u nb A beu pow u rpe rpv 
dead A =9 uoad 
dead A pow uoad 

A xne udad 

u foluoid dead u law A beu pow dosed 

u foluoid dead A beu 

v fpeuald dead U A 
dazed dead u 129 A 

dead u lie A beu 

u foluoid dead A 
U U 1312 dO3d A 

U 438 dozed A 
U lie dozed A 

U nb dead A 
d8J9d A Lou 

U rp.UO3d A 
UO3d A beu 
dead A beu 

u nb A 
ud A 

dead A beu pow 

tZZ 

pow dazed 
xne dazed 
pow dazed 
pow dazed 
pow dozed 
xne dazed 
xne dazed 
pow dozed 
xne dazed 
xnv dazed 
pow dozed 

xne dozed 
xne' dozed 
xnv dozed 
xne dazed 

dozed beu 

1 1 

1 

.t 

1 

1 



desd U A beu pow dosed 1 t 

dead u 43, A pow dosed t t 

u nb dead A pom dozed t t 

woad dead A xne dosed t t 

u rpe A beu pow dosed t t 

;;e u A beu pow dozed t t 

u rot lse A pow dosed t t 

u rpv nb A pom dosed t I 

void rpv A pow-desed I t 

mud nb A pow Istaid t t 

u u 1312 A xne defied t t 

luT A beu pow dosed t t 

u u Almou pow dosed t t 

ud dead A pow dosed t t 

u desed A pow dosed 1 t 

u u 4sit A POW dosed i i 

U dO3d A pow dozed 1 t 

. u rim A env dosed I I 

u rpv A pow dosed t t 

luT A en' dosed t t 

U U A XWO dosed I 

U U A pow dosed t t 

E uoad desd uoie A beu pow deaed-bou Z 5 

u rpeuoad dead A pow dosed beu t t 

dosed dead A xne dosed beu t t 

uoid A beu pow dosed beu 1 1 

dosed A pow dozed beu 1 1 

A feu WM dosed beu t t 

A xne u rpeuosd beu t t 

U "42V dead A beu pow ud u 1 1 

Z r ue dead u A env ud u Z t 

y A bap pow ud u t. I 

dead X me ud u t t 

u 4se dead A xnedesed u , 

t t 

dead'desed A pow dosed u t t 

dead A you dosed u t t 

A beu pow dosed u 
' 

t 
/ 

t 

A- pow dosed u t t 

u lae A beu pow u u t t 

uoad desdApowuu t t 

u rpe lie dead A pow u t t 

dead dosed A pow u 1 1 

u 13, A beu pow u t t 

dead A 50U pow u t t 

. U A beu pow u t I 

u 4se A pow u t I 

uold A pow u 1 t 

A beu pow u I t 

A pow u I I 

dosed 50U A env u I I 

SZE 



devoid dead A 
U rpUUO'd A 

dezd A bets 

U A beu 
dozed a 

u 2zo A 
dozed A 
uoid A 
uosd A 
ud A 
U A 

uo2d dead uozd A beu 
dozed dezd 

pow uozd 
pow uozd 

pow uozd 
pow uozd 
xne uozd 
xnv uozd 
pow uozd 
xne uosd 
pow uozd 
xre uoad 
xte uozd 
pow u ud 

A pOW ud 
dozed A bey pow ud 

U 13,11 A beu pow ud rum, ud 
dozed A xnv ud 

u fpwuoid fuop v fpeuosd A beu pow dozed 

u lao rum u u AJW A bou pow dozed 

u U rpvvcad dead dozed A pow &Lied 
acmd ewid u rpu A beu powdezed 

u rpvuoad dezd dozed A pow dozed 
dosed dezd u rpvuozd A pow dosed 

u uoad 431: elm! A beu pow dosed 
U026 dezd uozd dezd A pow dozed 

dipaod dead uozd nb A xnv dozed 
U036 nb A pow dozed ruop dozed 

u ceased dead dozed A pow dozed 

u Ned dosed dezd A xnv dozed 
uoad uoad qzv A beu pow dozed 

u rpv rpeuozd A bou pow dozed 
dozed dezd u A bets pow dozed 
u,lzv dead dozed A row dozed 
mud dezd dosed A JOU dozed 

u u lie A beu pow dozed 

u lze dezd A bey xnv dozed 
u dead A beu pow dozed 

dozed dead A Emu pow dozed 
dezd u rpouoad A pow dozed 

u dezd u decd A xnv dozed 
u lig uozd-nb A pow dozed 

uozd rpv dezd A pow dozed 
uozd dezd A beu pow dozed 

u fpv nb A beu pow dozed 
dozed dezd u A xnv dozed 

u dezd u A beu pow dozed 
uozd rpv 1.112 A pow dozed 

u Ned dezd A powkdezed 
u dezd uozd A POW de=ed 
U u isv A boy pow dosed 

u cloud A bey pow dozed 

9ZZ 
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1 1 pron persp aux v prep
1 1 pronadj n aux v pronadj n
1 1 qu n mod neg v pron
1 1 qu n mod v prep pronadj n
Types 198 Tokens 870
Times used 216 Times used Frequency 895

Semantics: AuxecN([a 1p],[vp])

Au.TCN is defined by the followings

AUXYCN([auxilp],[vp])

IF auxilp does not contain (syntactically) any
membe... ,! the class 'nee,

THEN Eaux110 n

ELSE
(D"3 U D"2 U D) ([auxilp] nivpj) ,

where D is the domain of the model V .

Notice below the semantics of rule (16,2), which

effectively ignores the 'neg' in the denotation [auxiip].

From the view of semantics, some of the rules that

introduce the negating particle ('neg') are awkward.

(Rules discussed here are (16,2) and (19,2).) Tress rules

introduce 'neg' at a point in the sencence where the

complementation function cannot be used on the set co be

complemented, since it is not available at tnat point in

the generation. Instead, the effect of complementation is

handled later by the special function AUXFCN.

Syntactically, however, these rules descritv4

generation of the utterances in question very well.

Allowing for the generation of 'neg. at the right i4"q;s

234
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the utterance would necessitate a proliferation of rules.

I stress that this is no problem in the semantics, only a

slight slippage between the surface syntax and the

semantics. I have chosen to proliferate rules of the

grammar only when it was either necessary frame:: semantic

view, or to improve the probabilistic fit. Adding rules to

introduce 'neg. at the elegant point would not have been

justified in either of these ways.

1411 Ai =2 ya

Types 256 Tokens al 897
Times used la 284 Times used * Frequency a 991

SemanVcst [vp]

=2 A2A1

Types = 243 Tokens 703
Times used a 267 Times used frequency st 73E,

Semantics: (auxil]

Types No. of

(164621 auxile =Z !AUxi; aa

TERMINAL FORMS

Form Times rule use6 )

Derivations (If different from

2. :3



de2d A beu pow u 1 

u A beu pow u 1 

A LOU pow u 1 

Read ti cpvuozd A beu pow 1 

u daaed beu pow 1 

uozd u beu pow 1 

luT A beu pow L 

u A daaed beu pow ApsiquT I 

1 

I 

1 

dead A u nb beu pow quT 1 L 

40.- -..- - .- ... daaddased. A.beu-pow dazed claw ---t i. 

eead A beu pow uoid fuo0 L 

NSW A beu pow dwaed fuoa I L 

U A beu pow &lied fuoa 1 

dead A beu pow u 41w 1 

beu A Leu pow u 4aw 1 L 

A beu pow u 41w 1 L 

bets pow u law 1 

u qaw A beu pow dazed u fpw 1 

A 6eu poi' $4 cpw I L 

u nb A beu pow u fpv fp? I 

. 

beu pow uoad I Z 

Z u coin2d dead u law A feu pow dwYed Z Z 

u fpsuoad dead A bev pow 6saed I Z 
dead u law A beu pow dwaed 1 Z 

dazed A bets xne dazed I Z 
uoad A feu xne dazed I Z 
dead A Leu xnw dwaed 1 Z 

deae A beu pow dazed beu I Z 
dead A Feu pow daued fuoa I -.Z 

uoad Lou xne I Z 
beu xne uoad I E 

eeid u fpvuoad A beu pow &Jed 1 
' 

E 

u nb A beu pow usaed I E 
desd A beu pow dared I E 

beu pow u I £ 

u law A bau Pow dazed I t / 
beu pow deaed beu L p 

dead dosed A Lou pow owed I g 7 
u rpvuOad A beu pow dazed 1 9/ 

A Emu xnw dszed I 
.= 

9" 

dazed beu um- L /8 . 

beu xne dozed I i 8 
beu xne deaed beu I 

, 8 
uoad A beu pow dazed L 

. 

6 
dozed beu; pow I 01 

u A beu pow aaed I El 
doled A beu dazed L 191 

beu dazed 1 
, SI 

beu pow 1 
, EZ 

A beu OW dazed 1 ZOt? 

fZZ 
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[ITxriv] tooTquewOS 

pE9 = Aouenbezg * peon sewn, S6 = peon sewn 
Kg = suexo/ 69 = sedAI 

uozd A beu pow u nb L 

Emu pow u rim nb I I, 

beu xnv u rpvuozd I 

dezd A beu pow uozd I 

U A beu pow vozd I 

Z uozd dezd uozd A beu pow u ud Z I 

dozed A beu pow ud I 

beu pow ud 4,,,, I, 

u liv A beu pow ud ruoo ud I I 

\ 
u rpvuozd ruoo u rOvuozd A 6eu pow sled I 1 

u lzv ruon u u lie A eau pow (fazed I 
i 

I 

z esiee de2d u rpv A beu you dozed Z 
1 

u void 13 dezd A feu pow dozed 4 
J 

' 

void void 4212 A beu pow dozed I 

\ 
1 

u fpv rpouozd A beu pow dozed I t, 

? dozed de3d u A beu pow dozed Z I' 

u u rp lie A beu pow dozed I 

u 4av dezd A beu xnv dozed I 

u 12 de2d A beu pow dozed I 

dosed dezd A Emu pow dozed I 

uo.xd desd A beu pow dozed t 

u rpv nip A beu pow dozed I 

7 u dezd u A beu pow dozed z 
. 

t 

u u 421? A beu pow dozed I I 

u dezd A beu pow dozed I 

dezd u A beu pow dozed I t 

u rpo A beu pow dozed I 

;;v u A Emu pow dosed I 

lUT A beu pow dozed I 

u u A beu pow dozed t I 

Z vrzd dead void A Bev pow dozed beu 7 I 

uoad A beu pow dozed beu I 

A bee, xn. dsztad beu t 1 

beu pow u .eau I I 

u.lzv ' zd A Emu pow ud u I I 

u A beu pow ud u I I 

A beu pow dozed u I 

u lie A beu pow u u I I 

lzv A beu pow u I I- 

OEZ 
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following rule (5,1) for an explanation, and also Section

II.

jaw .zz at

Types s 112 Tokens = 328
Times used = 120 Times used Frequency a 337

Semantics: [aux]

(15.2) Au414 .1.2 mod

TERMINAL FORMS

Types No. of Form Times rule used on form
Derivations (If different from 1)0041111.11M.DwO41ftMINIO1140.0.1111.

402 1 persp mod neg v
29 1 persp mod v persp
27 1 mod persp v persp
24 1 adv persp mod
23 1 mod neg v
19 1 persp mod
18 1 persp mod v
18 1 persp mod neg
17 1 mod persp v pron
16 1 persp mod v pron
14 1 persp mod neg v persp
13 1 mod persp v prep persp
13 1 persp mod neg v n
10 1 mod neg persp
10 1 mod persp v
10 1 persp mod v persp prep
9 1 aff persp mod
9 1 mod persp v art n
9 1 persp mod neg v pron
8 1 mod v
7 1 persp mod v prep persp
6 1 persp v nog mod
6 1 persp mod v art n
6 1 persp mod neg v pronadj n

238



beu pow u law 
dazed A pow dosed ;;v 

u dazed pow ;;a 
u lase A' beu pow dazed u rpv 

ALbeu pow u rpv 

u nb A beu pow u rpv rpv 
dead A pow void 

beu pow uoad 
rpeuoad dead u lie A beu pow deaed 

u rpvuoad dead A beu pow dazed 
7 dazed dead u A pow dsaed 

deld u law A beu pow dazed 
u rpeuoad dead A pow dazed 

u 1,12 de3ed A pow dazed 

u rpvuoad A pow deled 
dead A beu pow doled Neu 

dead (lease A de.zed pow 
UOIe nY- A dazed pow 
u rpe A dazed pow 

u u A dazed pow 
uoad pow 

A dazed pow aeluT 
A dazed pow ApvluT 

dead A beu pow dsaed ruoo 
A pow dazed u law 

dead u rpvuoad A beu pow dozed 
dazed dead dazed A pow deaed 

7 uoad dead uoad A pow dazed 
uoad dead A pow dazed 
dead mad A pow dazed 

u nb A beu pow dazed 
dead A beu pow dazed 

u nb A pow dazed 
dazed A pow dazed u 

beu pow u 
u rpvuoad dead A de3ed pow 

uoad dead A dazed pow 
u nb A dazed pow 

u lee A beu pow deaed 
dead A pow dazed 
u A pow dazed 

beu pow dazed beu 
dazed A dazed pow Feu 

7 uoid dead uoad A dazed pow 
u rpvuoad A dazed pow 

u dead A dazed pow 
dead A dazed pow 
u A dazed pow 

dazed pow 
dead dazed A boy pow dazed 

ZEZ 

7 

7 
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z 
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ti E. 

I 

V 

V 

V 

V 

V 

7. V 

I. V 

I. S 
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u u dead dsied A ds3ed pow I. t 

u rpw rpwuo2d A ds2ed pow l t 

uo2d Cps law A ds2ad pow l t 

u u 42e dead A ds3ed pow t t 

u dead uo2d A dsied pow ? t 

u 42w,do3d A dsied pow t t 

ud ud de2d A ds3ed pow t t 

u nb dead A ds3ed pow l t 

u uo2d nb A dsaed pow l t 

u 43e dead A uoad pow l t 

u rpw nb A dsaed pow t t 

uo2d A U rp*UOld pow l t 

u de2ed A ds2ed pow t L 

u u 42w A ds3ed pow t t 

A u rpeusaid pow t t 

dead A UOle pow l t 

u cpwuoad row ? t 

u dsied pow t 

u A ud pow t t 

de3.1 u rpvuoid A beu pow t 
i 

L 

u lie dead A u pow L t 

u dsaad beu pow t t 

uoid u beu pow t t 

luT A beu pow I. t 

dsied A U pow 
u uAupow 1 I 

U A u 43e pow t 

u u 42w pow l L 

A pow deued 2e4uT l l 

u A ds3ed feu pow ApvluT t t 

daze dsaad A pow dsaad luT t I 

dead A u nb 6eu pow quT t t 

U A dewed pow luT t t 

A dsied pow luT l l 

u Cpwuoid dead A pow dsaad dexed ruoa t t 

(40390 beu A u des(* u nb pow rum Z t 

, dead doled A feu pow died rum I L 

dead u 13V A pow dsmad ruoa t t 

u 42w dead A pow dsied ruoa t I. 

dead A beu pow void ruoa t t 

beu A beu pow ds2ed rum, t t 

dsaad dead A pow ud ruca t t 

u A beu pow ds3ed ruoa I I 

uoad A pow deaed ruoa t t 

u A pow C1038d CUOJ i 

A pow u 42u ruoa t t 

pow uo.id ruoa t t 

dead A beu pow u we l I 

6au A Eau pcw u law t t 

A beu pow u 43w I t 

EEZ 



dead u 4at A pow dsaad L t 

u nb dead A pow dozed 1 ! 

u cps A beu pow dsaed t 1 

;;v u A 60u pow dsaed L t 

u rpv lat A pow dozed t 1 

u rpv nb A pow dsaed !, t 

uoad CpE A pow dsaed t t 

uoad nb A pow dsaed L 1 

auT A Mini pow dsaed L L 

u A 5eu pow dsaad L L 

ud dead A ?ow db:red L tN 

Li dsaad A pow dsaed t 

u u 'axe A pow dsaed t t 

u dead A pow dsaed t t 

u rpt A pow dsaee t t 

pow dsaed A dsaad t 
, t 

U U A pow dsaed 1 U 

Z ucad epee' UO2e A Feu pow dsaed beu 
. 

Z L 

,U rptuoad dO3d A pow dsaed beu 
- 

t 

UOld A beu pow esaed bau t 

dsaad A pow dsaed Eat( L 

be 1 row u beu t 

u '6.78r7 dead A dsaad pow beu t t 

uoad A ds.-,:ad pow bau 
, 

1 

.dsaed pow beu , 4 t 

u lay dead A beu pow ud u fr 1 

u A bau pow ud u t 

dead doled A pow dsaad u , 
t 

dead A pow dazed u , 
i 

A 5eu pow dsaed u t . 

i 
A pow dsaed u t t 

u lay A feu pow u U t t 

uoad dead A pow u u t 1 

u fps law dO2d A pow u 1 1. 

dead dsaed A pow U t t 

U tae A beu pow u L 

dead A beu pow u . 

t t 

u A beu pow u t t 

. U 121? A pow u t t 

_uoad A poi u t t 

A beu pow u t L 

A pow u . 
t 4 

o lit, dead u u rpvuoad dead A dsaed pow . 
L 

u lag uoad dead uoad A dsaed pow L t 

uoad dead u rpvuoad A dsaed pot': Z t 

7 o lav dead dosed A dsaad pow Z t 

7 u dead u rpvuoad A diPed pow Z t 

? u nb dead dsaed A'dsaed pow 7 t 

7 db lap dead uoad A dsaed pow , 4 t 

u u lay dead u A dsaed pow t t 

tif'Z 
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LE01 = Apuenbesi * peen emu 
900 

u rpvuozd dead A 
uoid A beu 

beu pow 
dozed dead A 

U rpVUO2d A 
dead A beu 

u A beu 
dszed A 
'mad A 

uoid dead void A beu pow u ud 
dszsd decd A pow ud 

dezad A beu pow ud 
beu pow ud 

pow ud 

U 12V A beu pow ud rut= ud 

u rpvuoid rvoo u rpvuose A beu pow dazed 

u lzw ruoo u u %iv A 6eu pow dozed 

u u rpvuoid dead dezed A pow dazed 
dozed decd u rpw A beu pow dozed 

u rpvuozd dead dozed A pow dozed 
dozed dead u rpvuoid A pow dezed 

4u uoid 4zw decd A beu pow dozed 
void dead uoad did A pow dszed 
uoid nb A pow dozed ruo3 dszed 

2,Z 
= suexox 

pow u nb 

pow u nb 
u cps nb 

pow void 

pow uoid 
pow uoid 
pow void 
pow uoid 
pow void 
pow uoid 

u dozed decd dared A 
void void liv A Feu 

6 cps rPVUO2d A beu 
dazed decd u A beu 

u lzw dead dszed A 
void dead dazed A 

U U rpV 12V A be 
u lzw dead A E0 

dazed decd A beu 
desd u rpvuoid A 

u lzw uoid nb A 
U020 cps dead A 
uoid dead A beu 

u cps nb A beu 

u dead u A beu 
woad (pa 12V A 

u (pad decd A 
u dead void A 
U U 12V A 60U 

u.dezd A beu 
dead u A 6eu 

5E2 

pow 
pow 
pow 
pow 
pow 
pow 
pow 
pow 
pow 

po 
pow 
pow 
pow 
pow 
Pow 
pow 
pow 
pow 

dozed 
dozed 
dozed 
esied 
dezed 
dazed 
dazed 
dozed 
dazed 
dozed 
dazed 
dozed 
dezed 
sued 
zed 
ed d 

de d 
ds, 

doze 
dazed 
dozed 

peen sewn 
ou = sedita 

1 
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S erns ntics : [moll

.72

Types al 86 Tokens = 778
Times used = 86 Times-used Frequency = 778

Semantics: [verb]

Types

00

No. of
Derivations

14 1

5 1

5 1

5 1

4 1

3 1

3 1

3 1

3 1

2 1

2 1

2 1

2 1

2 1

2 1

2
i\l2

2
\I

1 1

1 1

1 1

1 1

1 1

1 1 .

1 1

1 1

12All 22 :2 210 2122

TERMIN4L FORMS

Form Times rule used On form
(It different. from 1)

persp v prep
inter aux v prep
mod persp v prep
persp aux v prep
persp mod v prep
art n aux v prep
conj persp v prep
persp mod ney v prep
pron v prep
aux persp v prep .

conj pron v prep
conj persp mod neg v prep
inter persp V prep
n v prep
ney persp, mod ney v, prep
persp aux neg v prep
pron mod v prep
pron aux v prep
adj adj n v prep
art n v prep
art n mod neg v prep
conj pron mod neg v prep
int mod neg qu n v prep
mod pron v prep
n mod neg v prep
n n v prep

213



1 1

1 1

1 i

1 1

1 1

1 1

1 1

1 1

Types = 34

237

n persp v prep
n persp mod v prep
n pn aux v prop
pn pn v prep

.

pron mod neg v prep
pron persp aux v prep
qu n v prep
v prep pronadj n prep

rokens a 79
Times used a 34 Times used * Frequency a 79

Semantics: ECOMBINE(Lverb] PREP)1

COMBINE is a purely syntactic function, discussed

in Chapter 5. /t joins a verb to its associated

preposition prior to semantic analysis. Tnis is roasonable

enough, as in some of the following utterances represents.:

by

1 4 persp v prep.,

(From: persp v prepeadv)

he corned out.
he stand up.
he wake up.
i get up.
i yet in.
they climb up.

(From: perSp v,mod prep)

3 i want to
he wants to.

(Remark: Here it is incorrect to COMBINE the vero

with the preposition 'to'.)

(From: persp v prep)

he looking for...
it turn on.
she talking about.

214
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(From: persp v,mod prep,adv)

ne go out.

this rule, (3,2), has a minor problem when used IL,

conjunction with rule (11,2). That difficulty is\discussed

\\\
below.

2131 =2 ziLE12 np

rypes = 228 Tokens = 768
Times used = 230 Times used Frequency = 770

Semantics: { a 1 ( <a, b) E verb] ) ( b E Cap.) )

yarb D2 D2

TERMINAL FORMS

Types No. of Form Times rule used oa tom
Derivations (It different from I)

15
4
2

2

01100

1

1

1

1

MINI N. ..
persp v n n
persp v persp n
aux persp v qu n n
mod persp v n n

11.

2 1 persp v art n n
2 1 persp v art pron pron
2 1

%
persp mod v persp, art n

2 1 persp aux v persp art n
1 1 conj persp v qu n n
1 1 conj persp v pronadi n n
i 1 modnvnn
1 1 mod persp v art n n
1 1 mod persp v persp n
1 1 mod persp v qu pron n
1 1 mod persp.v persp prep n n
1 1 mod persp v n prep art n n
1 1 mod persp v pron prep pron art. n

2.15



plaawmu eul 'c aeldwuo uT peuoTluew std) 

{ ( (tdu] 3 0 V [ZdU] 3 Q) 
( Niel%) 3 e01COV>E ) 1 

V. } :110T3UQW99 

U. st Apuenteaj * pesn sewTx 95 = peen sewLI, 

6L am suexoi. 95 = sedAy 

u urturps nb I I 

u u las A uoad t t 

u u A uold I t 

U Cpe fpeuoad dsaed A ud t I 

u u dead u Aav A ue I t 

u fps dined 
A ud t I 

uoad dsaed A ud I t 

u u las A ud I I 

u las fuop u u lav A 6eu pow (hued I I 

u u fpevoad dead &lied A pow ds.xed I I 

u ds.Tee dead dsaad A pow dsaed I t 

u u fpeucid dead wad A dazed I t 

uoad uoad lav A beu pow dazed I I 

dsaad dead void dewed A dazed I I 

u 'load lag dead void A dsaed I t 

U u fps lee A beu pow dsaed I I 

u ud lav dead uoad A dazed t t 

u maw void nE A pow domed I t 

uoad uoad fpeuoad A dewed t t 

u u lav A beu pow dewed I 
, 

t 

u u lav A xne dilaed t t 

u u A beu pow dsaed I t 

u u fpeuoad A dazed t ; 

I 

u esase A pow dsaed I 
' 

t 

u u fin law A deasd t t 

u law u law A (Wed I I 

u u lav A pow-deaed t t 

void u lie A dsaed I t 

u lav uoad A dewed i I 

u uozd law A dewed I t 

u u A xnv dewed t 
. 

t 

u u fps A dsaed t I 

a u u beu A dsaed 
u u A pow deiced . 

t I 

, t 

u u nb A dewed t 

u tad A dewed t 

void dazed A dewed beu t 

u law deadurnu t t 

ud u A u cps u t t 

6E 
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the .np' symbols in the above denotation indicate tne oruer

of the symbols in the utterance. If no numpers occur,,,then

the order 'sk, the denotation is the same as the\order in the

string under examination. Recall cnat the use of

set-language its giving the' semantic3 of a striny is

formal_;, abbreviation since the formal noti.in is tnat of

a 14SP-type expression of arguments and functions. see

Chapter 5.)

Rule (3 4) handles a case of a verb phrase where

thel first noun-phrase following the varo is toe indirect

object, a..I the second is the direct object of the vera.

Recall that verbs are a su5set of

D-3 U D-2 U D

and that the verb therefore. if it takes cotn direct and

indirect objects. will have as elements ordered triples of

the form

<subjectodirect-object, indirect-object> .

Many of these Utterances are _incorrect4 described

by this semantic rule. Very frequently, more subtle

markings are needed in the dictionary to 141dicate hJw mans

objects the verbs may take. Many words (sucn as 'apple",

'alphabet') are classed only as nouns, while trey Are

cleArly used as adjectives in some utterances invL)lvv;;I

here.

217
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The following uttaraacas are

escribed by the seMantica, wnerecly

1551persp vnnj

if [persp] c a 1( 3<atu,c)E LV))

(b e A c E bai )

then TRUE else FALSE

The utterances represented are;

(From: parsp v n n)

2 it goes duck, duck.
he goes meow, meow.
ne says moo, moo.
i buy apple juice.
it Josz ding, ding.-

(From: persp v,mod n a)

2 i want orange juice.
it go ding, ding.
wa.it alphabet cereal.

(trom: persp v,aux n n)

i have bubble vum.
sne has baby lizards.
we nave syrup pot.
you nave coffee cake.

all lacocr 4C tly

Howe ir, other utceraaces are coz.:-acc., as 1,,

44[persp v persp n] =

it [pet-al)) c [ a 1( 3 <a, b, c. 6 )

(I) ELIA] A C 6[0arapi) t

tilea rkuE else FALSE

918
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which represents

(From: persp v persp n)

he brings ma toys.
Ove him crackers.

i put it back.

(Remark: There is clearly a diccio.aary arr.) on tne worn

(from: persp v,aux persp n)

i do it kitty.

(Remark: Here, tne order of oujects is i..varteu.)

Also, examine

2 persp aux v persp arc n

(From: perspliaux,perap4link v persp arc n,v)

2 has giving him a kiss.

which are correctly analyzes.

Let ma stress tne following point. While I

found many cases that do not warl 1,, this semantic,

conleqUently am forced to say tnat it neeUs t

methods of lexical disamaiyuatio used are often bccikinjiy

impressive; Notice tne aawa utteraixes Ueriv1,1g LrLIEn

#persp#aux,';ersptilink v persa art n,v'. rnis lexical

feOesents our alternatives. Only ona at tne.2.-1

.-qecoynized ny Sti; it 13 the correct reeraseca,.ion,

would aree. I err arsonally convinced taa. ote

dictionaries and 4rammars can soave tnu pfoul,7_1ms 0:

9
19
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disambiguation at a surface level in more Cases than allyUL

have previously been thougnt poss/ole.

Negating words (' ne;') can occur in conjunction

with rule (3,4). An example is

19 [persp v neg n nj is

if [porsi)] a 1 ( 3<ato,c, e

(DM U D-2 U D) [v])

(u E[n2] A c e La1j ) }

tnen TRUE else eALSE .

The utterance involved is

he has no back seat

so the denotAtion is incorrect in this case: Laid word *a.;

is here a quantifier, and 'Wick/Isaac' saould be a nouns.

(3.5), 1U :2 varo 21222 f..W

rEhMINA. FORAS

rypes Jo. or rarm 1111138 rule usau on Lora
Derivations (IL dizzerent from 1)

2 1 persp v prep art n n
2 1 persp v prep pronadj n n
2 1 persp aux v prep art n n
1 1 aux persp v prep n n
1 1 conj persp v prep ., n
1 1 mod persp v prep pn pn
1 1 mod perep v prep art n n
1 1 mod persp v prep pronadj n n prop .14I. ..

1 1 nog mod persp v prep persp n

9 '01..1)
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1 1 persp v prep pr pn
1 1 persp v prep pron art n
1 1 persp v prep arc n add n
1 1 persp v prep pronadj a pn
1 1 persp aux v prep perk) padj n
i 1 persp mod neg v prep arc pron n
I i persp v prep art a auj n prep proaad.i iuij n
1 1 pn v prep pn n
Types iii 17 Tokens = 20
Dimes used a 17 Times used * icequehcy = 20

Semantics: a 1 ( a <a,c,c) e [varb] )

( b e Lap] A c e [prapp] ) 1

The prepositional phrase (' prepp.) is the ladiret

object of the verb, and tne noua-phrase is tna direct

object. For example,

2e[persp v prep art n n] =

if [persp] c { a 1 ( a <atb,c) e(v])

( b e [n] A

c e{ a 1 ( 3<a, b) e [prep] )

(b eQUAATie([arc],[a])); )1

then TRUE else rALSZ

represeats the utterances

(Froms persp v prep art n n)
he get over the tape recorder

(Remark: Dictionary error:
itapeSrecordee should be a noun)

(From: persp v,mod prap,adv art n n)
he go in the bath tub

(Aemark: Dictionary error:
'path#tub' should be a noun)

1"1



6-16 

'iv dead dsaed A deed pow Z t 

(.3.7(4 u rpOUO'd A es30 pow Z t 

p nh dead dsaed A erne! pow Z t 

u las dead uoad A dazed pow Z t 

u dead uoad A &Jed pow Z t 

tiV.Te dead 1702d A dazed luT Z I 

mad dead mo3e A esaed ruoo Z I 

rptficad dead u 13t A Pew pou. dazed Z Z 

rpsuoad dead u A Xrt, CLISJed Z Z 

ty rreu03e deaf' deaed A desed Z Z 

essed dead u las A pow dsaed Z Z 

I, rimpoad dose ucad A dsaed Z Z 

CIO2Od dead u rre A doled Z Z 

u rpeuoad dead u A doled Z Z 

defied dead dewed A dsad Z Z 

dozed dead U 13, A dsaed Z Z 

U law dead oad A eased Z Z 

ud dead dazed A dazed Z Z 

dazed ecld u A dazed Z z 

dazed dead.deaed A pow esaed Z E 

tyomg &ad void A pow dated Z £ 

void dead uoad A dozed pow Z t 

u 13V dud dbIee A dazed Z G 

uoad dead uoad A dazed Z qt 

(I WCJT lueaearcp ?I) suoylwAyaea 

woo; uo pPen eTni SPUMY waoq pr) 'off! sedAy 

SW)!O 

ffR616 'On Z.= XX TETI7 

seanyyse; 

814 01 waft!! (SSE) Forra ;0 6UOT3,3TTedV inn ;o lsow 

(unou ti ec7 pinous ,slusdnyns, sxavoev) 

saved line Aw uo lye noA 
saebanowey Awwow Aw glyA lee y 

93W gown 

u u cpsuoad dead A (hued 

FUT1U9S01802 seouvaelln eul ispyeuoo osTV 

ctZ 



if 
;Jr, 

10CIPC 7 vorloe,-; uT .r.17nbTawv ILDilvwwwab pa uoTssnasTp 

ZAU71. PPS lT Atrrpeaead ',mud unou a41 ;o aempow 

YO CIPA stoIolaerqo uv ST OSCIUCI TVUOT1TSOdS2d atiq 

7--- 

1e41.30 JOU', SUM ST 4tTnrstowv e41. .snonb Tam? 1Crreallpwwva6 

TT%, ear (g'E) eina cirren swan; .7,10 1v41 eaTloN 

( [dde31 3 3 V Edfil 3 q ) 
[q3PA1 3 (34q$12)E ) ssaTluvwes 

Fe = Azuenhea; * peen gewTI ES = peen sewT/ 
fp = svexcj ES or ced4x 

r7S2Se'l did u WS A u rpvuoad 7 t 

dsaed do30 ',old A ud Z t 

ucad dead void A beu pow u ud Z t 

dsied eagd u fps A feu pow dsaed Z t 

u fpvuoad (feud osasd A pow elsaed Z t 

dsaed (laic: u rpvuoad A :low dsied Z 
(7.38e1 eple woad nb A xne dsaad Z I 

,,oad de.ad wad rpv lav A (fused Z 1 

desbd dead u A Um pow dsabd Z I 

tl rpV '3W dead u 13V A dsaad Z I 

u lav dead dsaad A pow dsaPd Z I 

to3d dead esape A pow dsaed z I 

xne u nb dead 'toad A dsaed z I 

u fried dead ',cad A &vied Z I 

dt;ied dead u A xne dsied Z I 

dead II A Feu pow daaed Z I 

deisbd dead u nb A dsied Z I 

VOId dead u sae A dsied Z I 

T. de:d mad A pow &lied z t 

u qav dead u A dsied Z t 

u dead u lal? A deyed Z I 

uc3d deael mall A beu pow ds3ad feu Z t 

(1,20d dose U rVeUO2d A u Z t 

U 13t. dead U rp,UO3e A U Z t 

dsaed dead dsaed A u Z I 

dege0 dead vcad A u Z t 

erne dead ti 'tae A u Z t 

u ,JI, &Id ,) A xnv ud 11 ? t 

mad (waif; a rpvucad A dsaed pow Z t 



1.7rd e ;:el on ueyel sT ucT1Tsodaid aul 

( (caul a a ) 

( r(datie )314/01400 

3 e0.1?) E) 8 } :soTluswes 

Kt = Aouente/g * peen sewu 6z ic peen emu, 
6L w rweyoj 6z cr sedAy 

dead u nY- Nay A void I 1 

dead dsaad A ud I 1 

eesd u A ud I 1 

dear u fpreuvad A pow dsaad I 1 

desd u A beu pow dsaed 1 1 

Aesd u 2.2, A pOW dsaad I I 

did U nb A dsaed I 1 

dead u A u L 1 

dead csied A pow dsyad u 1 

dead dsaad A pow u 1 1 

dead desed A pow dsaad luT L I 

(38.2(4 u rpsuoad A ud 2uT 1 1 

(4esd essee A Sou-pow dsaed fuoo t 1 

dead U 138 A pow dsaad rum I I 

dead u fpsuoad A used CUO3 I I 

deid V 1312 A dosed ruco I 1 

dead doled A u las L 1 

dead u 4.7V A beu pow (hued I Z 

dead mid A dsaed I Z 

dead u A dsaed L Z 
dead dosed A dozed pow 1 Z 

dose u rpsuoad A beu pow dsaad 1 E 
dead uoad A pew dsaed I E 

dead u l's A dsaed I E 

dead doled A u 1 E 
eaid dosed A Feu pow dsaed 1 g 

dead dsaad A vow dosed 1 01 
deed u rneuoad A dsaed I ZL 

dead deaed A dosed 1 fil 

(, WOII 1UOISIITP II) 

WIOI uo nssn sTna sowT/ wao,a 

SWFOR 7VNIW%?3,1 

crew dir 038A (- TATFT 

SUOT4VATIOG 
;o or sod& 
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meaning of the verb, and hence, tne function COMaiNE is

used. Consider tne utterances represented oy

14 ,persp v persp prep

(Frost: persp v persp preptak.v)

3 i dum it out.
i cover them up.
i covered them: up.
i Oat OM Up.
i east him up.
i yet it out.
1 pushing it up.
i take it out.
you pull them up.

(From: 2 persp v persp prep)

he shave it off.
i turn it on.

(From: 1 persp v,aux persp prep,adv)

i do them up.

the function associated witn (3,o) is apparently

reasonable.

11421 22 :2 very gr222

rnMINAL eohms

Types No. of Form rimes rule used on form
(Is different from 1)Derivations

13 1

12 1

) 1

8 1

7 1

mod persp v prep,persp
persp v prep persp
persp v prep pronadj n
pars v prep art n
persp v prep prop

2 5 5



9 (..1?; 

cid dead A now dsaad t t 

u rpv dead A dsaed t t 

u dead A pow dad t t 

u rpvuoad dead A pow dsaed Beu t t 

dsaed dead A xne dsaed 6eu t t 

u rpvuoad dead A ud u beu t t 

rpioad dead A u t t 

dssed dead A u t t 

u lav dead A u t t 

u nb dead A u t t 

u zee dead A beu pow ud u t t 

u 1212 dead A xne dsaed u t t 

u dead A dSgele u I t 

dsaed dead u rpeuoad dean A u u t t 

!load dead A pow u u t t 

u rpci asp dead A pow u I t 

u Sae dead A dsaad pow t l 

u nb dead A dsaed pow t t 

u nav dear, A uoad pow' I I 

ti nav dead A U pow t t 

u rpeuoad dead A dssed luT t t 

u rrepad. deYei A pow deaed dsaed Cuop t t 

u dead A xne ud fuoa ud ruoa t t 

u fp/ dead A xnv dsaad ruoa I, I, 

u lie dead A pow deied r03 t I 

102e dead A xne (Used ruoa I I 

doled dead A pow ud ruoz I, I, 

dsaed dead A U 128 1"o t t 

1.7P dead A dsaed ruoa t I 

void nb dead A ue ruoa I I 

road dead A u lav fuoa t t 

U tae aped A u 13V rUO3 Ti 11, t t 

u lav dead A u 1.7V t t 

, 

U ra" dead A U rpk I, I, 

U rpeuosd dead A bast pow dosed I Z 

u rpeuoad dead A pow deled t ? 

u nb dead A xne dsaed t Z 

u rpvd dezc A dsaed I Z 

ud dead A dialed t Z 

u dead A dszed t Z 

u rptuoad dead 4 xne dsaed t £ 

=ad dead A pow dsied t - E 

u dead A xne dsaed t £ 

u rpvuoad dead A dssed pcw t £ 

uoad dead A d$28d pow t E 

dsaee dead A xne deaed t tr 

u dead A dsied pow t S 

u nt, desd A deaed l 9 
law dead A.xne dsaed t L 
desed dead A pow dsaed 1 L 

6,7 



eV( 02 )(Tel T Asw 

Z1T 01 uelsvt T Ue3 
am al NTs1 T uso 
Z1T 01 )f T *Jim 

'1T 01 usleTT "I 29T 
'1T 03 wrs3 Es 1sT 

4\ ( dsaad dead A Osaed pow 6 :u103 

'UTSSTW ST QZ9A atm pus 

dszed dead A dsied pow Et 

WOUIVICa 

4C138A soul of loefqo loeaTpuT 

Tip ST ,deP3e ue4M peen ea 01 PsPusluT sT stns sT4I 

([dde3A1 93) 

(prgiefil 9 (:)4041P>E )fsl :soTlustLes 

70t = AovenFea; pesn sawu pi. = peen sewI/ 
nt = sueyn/ Ea = sed1 

u de,e A UOld nE t I 

u cpsold dela A pow u nb I I 

u fpvuoad dead A u nb I t 

dsled 49.2e A pow road t t 

u fpsuoad dead A uoad I I 

u de id A u rpvd mad t t 

ud dead A uoad I I 

deaed dead A pow ud I I 

uoad dead void dead A pow esaed I I 

u las rum u laS dead A dsied I I 

u las dole A Sou xne dsaed I t 

u am? dead Abeu pow dsaed I t 

dexed dead A fieu pow dszed I I 

,, dead u dead A snit dsaed t I 

uoad fps dead A pow dsaed I t 

u dead dexed dead A d830d t t 

UO3e dead A bey pow dsied I t 

uoad Cps las dead/A dsaed t t 

mad dead u dead A dsied t t 

u rpvd dead A pow dsied t I 

u dead A Beu pow dsaed I I 

u nT- dead A pow dsaed t I 

uoad dead A xne dsaed I I 

OCZ 
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(Remark: rhe above seem to reinforce my interv-etatioa.)

(From: 2 mad persp v,mod prep persp)

can i go with him?
let me yo with you.

(Remark: Here, the prepositional pares= is adverbial, so

my semantics is incorrect.)

(From: 1 mod persp v,mod prep,adv persp)

can i go in it?

(Remark: Again, an adverbial phrase.)

(From: 1 mouiipersp v prep,adv persp)

lemme talk in it.

the function for (3,9) is only partly SUCCGI.

Notice, however, that GE1 does correctly disampiqua;:e in

the above utterances.

i11.1) verb .72 v

Types = 576 Tokens = 2497
Times used = o42 Times used * Fre.luency = 2:,o4

Semantics: [v]

Types No. of
Derivations (It slitreren 1.1. 4:

verb v 132.2

TERMINAL kORYS

Form Times rule used on rorcr,

25
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6 1 pers2 v neg
6 1 persp v neg mod

1 v neg

0 1 1 art n mod nag v ney
1 1 conj n pa v neg
1 1 conj pron v ne
1 1 conj persp mod neg v nag
1 2 conj mod qu n prep n v neg persp
1 1 n aux v ney persp
1 1 persp v ney n
1 1 persp v neg n n
1 1 persp v neg eij a
1 1 pn v neg
1 1 pron v neg
1 1 pron v neg qu n prep
1 1 qu n v neg persp
Types = 16 Tokens = 27
Times used = 17 Times used Frequeacy = zd

Semantics: U DAl U D) [v]

Rule (11,2) does not work correctly whet as,A wit-1

rule (3,2). the only form usiny Datn rules (3,2) and

(11,2) is

1 pron v ne-j qu n prep

representing

1 this has not two cnildrea in.

Apart from the fact of the strangeness of tnis utter&tce,

notice that tne semantics yiyes tills denotation:

if [pron]

(11(H <41,0 E Lcombieit((0-4 U U 4.1) 06)0Prat;:1;

( b e QUAINTIr ([4u),[,,])).)

then rRuF else rALSE

259
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rnis denotation fails to COM81NE the prelJosition with tna

verb until after the denotation or one varo has on

computed. A more reasonaole denotation is

if [pron] c

{alit! <11, b> ((D -3 U D..2 U D) (.:0MSINE(v,prep)j))

( b c QUA NTI NUJ I [n] ) ) I

then TRUE else FALSE .

This is, however, a relatively minor proclem to fix.

i12411 lluu IALIA

Types 1/b Tokens 860
Times used = 182 Times usei Frequency = 86o

Semantics: [link]

(

19 linha 7.2 1inac 1122

TERMINAL FORMS

Types No. of korm rimes rule used on form
Derivations (If different from 1)

4 1 persp link neg adj

3 1 persp link ney art n
3 1 persp link ney adv adj
2 1 persp link ney n

2 1 persp link neg qu adj

260
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2 1 perap link neg rt adj a
2 1 persp link neg rep persp
2 , 1 pron link neg n
2 1 pron link neg art n

1 conj pron link nag adj
1 conj perap link nog adj

1 1 link neg persp adj
1 1 neg perap link neg adj
1 1 neg pron link neg art, pn
1 1 perap link n g n n
1 1 perap link nel adj adj adj
1 1 perap link ney art adv add n
1 1 persp link ne, ,Iti adj adj adj

1 1 pn link neg adj
1 1 pron link neg adj
1 1 pron link neg -adv ..-,dj

1 1. pron link neg qu pron
1. 1 pron link neg art adj n
Types = 23 Tokens alt 3,4

Times used = 23 Times used Frequency = 3o

Semantics: [link]

9. RULES eoR NOUN - PHRASES THAT STAc.D AL(:AE

The nom and nom1 rules add noLhim; to th-

semantical understanding of EAICk. rather, the accoutv:

for the observation that tne generation oc noun-,?hras,:d

that stand alone seems to be different from tne generatlo

of noun-phrases tnat stand 4itn predicatag.

(7,1), nom =2 avub artu

rERMINA., FORMS

Types No. of Form Limes rule used on torm
Derivations (It diLferpnL from I)

2E; 1
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7

6

5

4
3

3

3
2

1

1

1

1

1

1

1

1

n prep art n
pron prep persp
pron prep pron
pron prep n
adj n prep persp
n prep pn
n prep,persp )

art n Prep per.ip
2 1 n'prep A
2

2

1

1

pn prep rt n
pron pre pn

1 1 adj adj 1 prep art n
1 1 adv adj n prep pronadj n
1 1 conj prof'', prep pron
1 1 persp prep persp
1 1 on prep pn conj persp

. 1 I qu pron prep proaadj n
Types * 17 Tokens = 45
Times used s 17 Times sad fre4uency = 45

Semantics; [npsub n [prepp]

(70.4 tom m> Apsub con.1 !sub

Types No. of
Derivationer

6 1

6 1

4 1

3 1

2 1

2 1

2 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

i 1

1 1

-/

I

airc r. con.) art n

on conj pron

conj n

r
conj art n

n conj persp
pn conj pn
pn conj art n
adj n cold n
conj n conj n
n conj pn
n conj pron
neg art n conj art z
neg pro:. conj prod
persp conj pn
persp conj oersp
pn conj n

.0.,

gERMINAL, fORM:

Times rule used on Lt)tifi
(It different trort 1)

2G2
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1 1 pn conj persp
1 1 pn cold prol:adj n
1 1 pronadj adj n conj art n
1 1 pronadj n conj pronadj n
Types = 20 Tokens = 3o
Times used = 20 Times used * frequency = 38

Semantics: ( Inpaub] ) U ( OPsubJ )

,(7,4) nom - nomi

Types = 117 Tokens = 1343
Times' used = 118 Times used * Fre4uency = 1344

Semantics :' [nom1]

iZ451 nom -7 qau

rFRMILAL FORMS

Types

66
10

No.
Derivations

1

1

of Form Times rule used 04 A.orm
dizfereilt from 1)

adj 1

pronadj
7 1 adj adj adj

- 6 1 adj adj
6 1 nog adj
6 1 qu adj
5 1 adv adj
4 1 pmdj
3 1 art adj
2 1 art
2 1 nog adj adj
1 1 adj adj adj adj adj
1 1 al) adj adj adj adj adj adj adj
1 5 adv adv adj adj L

/ 1 1 art adj adj
1 1 conj pronadj adv au)
1 1 int adv adj

3



I

25/

1 1 neg adv adj
1 1 pronadj adj
Types a 19 Tokens = 125 /

Times used = 23 Times used Freveacy = 12

Semantics: [gadi)]

i18411nom1. =2 npsub

Types = 117, Tokens ,= 1343
Times used = 118 Times used * erequeacy = 1344

Senantics!"-"/(112ffiu**-77---

17?eq = t7

11,8, 2) aom1 nom1 npsuy

T')ens = 264
-) rimes used * ti8JJC

Semantics*, [..omi J It inpsubj

IU. RULES CENERAkii.G

rh.z m-rules generate comk.dete s,ince.;ces,

int,4,1ections, conjunctions, k..lus

tc,gether into one utterance, are acDmi).

the s-rules.

11111 a -) 1.10P1

TERMINAL FOmMS
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Types No. of Form Times rule used on torn
Derivations (IL dirferent crom 1)

553 1 n

92 1 art n
90 1 n n
89 1 iron
66 1 ad)
55 1-- adj n
43 1 pn
34 1 pronadj n
30 1 qu pron
29 1 qu n
18 1 neg n
17 1 persp
17 1 pn n
15 AL int n
11 1 adj adj n
11 1 n n n
11 1 pron art n
10 1 int n n
10 1 pronadj
B 1 art adj n
8 1 art n n
8 1 conj art n
9 1 pn pn
7 1 adj adj adj
7 1 conj n
7 1 nnnnn
7 1 n- pn

7 1 n prep art n
6 1 adj adj
6 1 adj pron
6 « 1 art n con) art ,.
6 1 conj pn
6 1 n conj n
6 1 neg adj
6 1 pron gu pron
6 1 pron prep persp
6 1 1 qu adj
5 1 adv adj
5 1 neg art n
5 1 pron prep pron
4 1 adj n n
4 1 conj n n
4 1 n conj art n
4 1 neg n n
4 1 padj
4 , pron prep n

2 I; 5



y ryoo li fpw i I 

y fps ci fpw I 4' 

luT u rPw L I 

ud li rpv I I 

rpe Cre rpw.cpw rpw rpv fpw fpv I I 

u law dead y r rpv i i 

rPw rPw rPw rPw rPw I I 

li rpw rpv rpv i I 

:uoad rpw rpw L I 

y y fpw rpv L I 

mad tiod nb uoad nb L Z 
wad u nb L Z 

y fpvuoad li rpeyoad L Z 

ud dead voae L Z 

y nb wad I, Z 

u we dead ud k Z 

li ud ud L Z 

u 13V ryoa yd L Z 
ye ryoa ud L Z 
deiced li ds2ed I Z 

u nb bey t Z 
rpw rpv tey L Z 

u dead u Z 

Yucluutiyuyyyli L Z 

yuyuyuyvy I Z 
deaed luoo ty & Z 

dsaed dead li law I Z 

WW. I Z 
wad nb yo'd nb mad nb I E 

mad nb void nb L E 
ud nb I £ 

u u rpv nb I E 

u rpu nb, I F 
void fuoo void I E 

u deaed L E 
mold bey I E 

dsled dead u L E 
ud dead u I E 

dsied li I E 

u tiuu I E 

luT li L E 
yd luT L E 

li rpw law ruop I E 
defied flu= i E 
yoad fuoo i £ 

rPw 13w I E 

u rpv Alm l E 
ud rpv I E 

ds2ed dead li fpw L E 

u u nb I t 

6SZ 
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1

1

1

1

1

1

1

1

1

1

1

1

2
5

1

1

1

1

1

1

1

1

adj pron adj pron
adv adv adj n 2

adv adv adj adj 5
adv adj n prep pronadj n
aff n
art ad adj
art adj n n
art adj pron
art adj adj n
art adj adj pron
art adj adj adj n

1 1 artnnnn
1 1 conj qu n
1 1 conj art n n
1 1 conj n conj n
1_ 1 conj pronadj n
1 1 conj art adj adj n
1 1 conj pron prep prol
1 1 conj pronadj adv adj
1 1 int adv adj
1 1 int n pn
1 1 int n adj n
1 1 intnnnn
1 1 int pron
1 1 int persp
1 1 int pronadj n
1 1 int pron qu pron
1 1 n adj n
1 1 n conj pn
1 1 n conj pron
1 1 nnnnnn
1 1 nnnnnnn
1 1 nnnnniAnnnnnnnn
1 1 nnnnnnnnnannnnnnn
1 1 nnnnperspnnniAnnnnnnnnnn
1 1 n n pn
1 1 n padj n
1 1 n pron
1 1 n pronadj n n
1 1 n qu n
1 1 n 4u pron
1 1 neg adj n
1 1 neg adv adj
1 1 neg art n conj art n
1 1 neg n pn
1 1 neg pn
1 1 nog pron conj pron
1 1 padj n
1 1 persp n n
1 1 persp conj pn

267



1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1, 1

1 1

1 1

1 1

1 1

1 1

1 1

261

persp adj pron
persp conj persp
persp prep persp
persp art adj adj n
pn art n
pn conj n
pn conj persp
pn conj pronadj n
pn n pn n pn a
pn pn pn pn
pn prep pn conj persp
pron persp
pron art pron
pron art adj n
pron Prt adj aaj n
pronadj adj
pronadj pron
pronadj n n n
pronadj adj n
pronadj adj n conj art_n
pronadj n coaj pronadj n
qu adj adj n
qu n qu n .yunqunqun
qu pron prep pronadj n
qu pron qu pron pron 4u proa

1 1 4u pron qu pron
1 1 qu ,pron qu pro
Types a 173 Tokens = 1551
Times used is 178 Times

Semantics: [nail]

qu pros coal
4uwon qu n

uses * Frequency = 10

Out of 9,085 utterances in EA1CA, recall chat 7,0..6

were recognized by GE1. OL these, 1,551 are noun-k4was6s

that stand alarm, as generated by tne rule (4,1). because

of the interest in this class, I nave included aoove all

the forms.

a :2 intim

Types a 1 Tokens = 7
Times used a 1 Times used * frequency = 7

2 E; 8
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Semantics: IMMED n [inter]

The utterances using (4,2) are:

4 whac.?

2 what.

(Remark: Presumably the utterance 'what.' shoulu Qe a

question.)

1 who?

The 'inter' words are the interroyaLive pronouns.

The denotation of an 'inter' i3 tae set or things in D

that could satisfy the word. For example, ['them] is Lne

set of inanimate objects, and [who] is Lae set of aaimar.v.:

(perhaps sentient) oojects. rne samant.ics tor LI-pa

says to intersect [inter] witn IMMEL). I think t-15 14

reasonable approximation.

lial a - subI vp1

Typei as 380 Tokens = 1548
.Times used = 424 Times used * erequeacy = 10/S

SeMant1CS:
It ( [sub 11 ) G ( IV )

THEN TRUE ELSE tALSE

(4.4) a -) inter



Types No. of

2123

TERMINAL FORMS

Farm Times rule used on form
Derivations (IL different from 1)

5 1 inter aux v prep
3 1 inter v
1 1 inter v persp
types s 3 Tokens = 9
Times usel 3 Times used Frequency = 9

Semantics: [inter] n [vbl] n IMMED

For example,

59 [inter aux v prep] =

[inter] n [aux] fl

icom3INEav]teRE0j fl

represents

(eom: 3 inter#aux,interOlink vonod prep)

3 what's going on?

(From: 2 interfaux,Interitlink v prepeadv)

2 what's happening outside?

(Remark: Here, lexical disambiguation by GE1 nas c.oaan

that 'outside' is a preposition; it is more corracQ/y an

adverb.)

mule (4,4) seems reasonably successful.

,(4,5), a :2 1241.1 link2 PS
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TERMINAL FOxMS

Types No. of eorm Times rule used on form
Derivations (Iz dizferet from 1)

4 1 persp link prep art n
4 1 pron link prep pn
4 1 pron link prep persp
2 1 persp link neg prep persp
2 1 persp link prep proaadj n
1 1 art n link prep persp
1 1 conk persp link prep art n
1 1 int persp link prep persp
1 1 n link prep persp
1 1 persp link prep n
1 1 persp link prep pron
1 1 persp link prep art pron
1 1 persp link prep arc adj n
1 1 pn link prep art n
1 1 pron link prep art n
1 1 pron link prep pronadj n
Types 21 16 Tokens a 27
Times used 21 16 Times used Freguncy = 27

Semantics:
It' ( [alibi] ) c (ALDUC( LlinkPi . 1.,-,rePt).1 ) )

THEN TRUE ELSE FALSE

An interesting case involvint, the negaLin.., pan-it:It,

'neg' is:

20[persp link neg prep persp]

if [persp]

(AJXECN( [link neg] ,

{ a I ( z <a to) {prep] )

( 0 (Perm') ) 1 )

then TRUE else FALSE

representing

27I
;
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(from: 2 persgauxspersOliak ne,4 prep parsp)

2 it's not for me.

This is not implausible.

(4,61 a :2 inter linko

Types = 1 Tokens = 3
Timesnused = 1 Times used * Fre4uancy = 3

Semantics: [Jilted fl Auxec"( (111.1x,33 ImALD )

15 li 3 =4 mod /Lill

Types No. of Form Limes rule used on corn
Derivations (If differant; from 1)

5 2 mod persp
2 2 mod prop
1 2 mod pronadj n
1 2 neg mod persp
Types se 4 Tokens = 9
Times used = 4 Times used * Frequency mi :4

Semantics:
IF ( [subj) ) c ( [mod] )

THEN TRUE ELSE rALsE

Types No. of
Derivations (I& dittereat from 1)

t =2 a-222

TERMINAL FORMZ

Form Times rule usu oa zorm



30 1

lb 1

13 1

9 1

5 1

3 1

3 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

Types = 18

266

prep art n
prep n
prep pronadj n
prep persp
prep pn
prep pron
prep pqdj is
aff prep n prep persp
int prep persp
int prep art is
neg prep qu n
neg prep persp
neg prep pad} n
neg prep pronadj q
prep aaj
prep art aj n
prep pn onj pn
prep pr nadj n conj n

Tokens 92
- Times used = 18 Tien used * Frequency = 92

Semantics: (PrPP]

4 421 a =2 linK2 31.1141 4a6td

TERMiNAL FORM0

Types eso. of kara. Limes rule useu un tux-at

Derivations differan,.. fJ.om 1)

4 1 link persp adj
1 1 link pron qu
1 ,1 link pron adj
1 1 link neg persp adj
Types a 4 Tokens =
Times used = 4 rimeq uses * irequency = 7

Semantics:
Zr ( [subj] ) c ( AUArCN(

then TRUE else FALSE

Consider, for example,

P.4 t)
I t)
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48 [link persp adj]

if [ persp]

(AJX.CN( [link] , [qadp] ))

then fRUE else FALSE

representing

(From: 4 link,aux persp ad;)

2 are they blue?
are they goof?
is it warm?

Notice that all these uttp uses are 4stions.

Since, by convention, the 'eaniny of a .juescion i3 ics

answer, the semantics rks correctly.

One can e*plain the apparently ptaniii.j C1A11t taaL

the meaning of a question is its ans at oy allo4ing chat

Erica will understand tne stiuctnre of er data base (the

model V ) witnouc necessarily Knowl all the uetails or

that data base.

Ot course, questions are different from declarative

staLements in that they require a different. response .rom

the other party(ias), but this is no problem.

44,10y a 1.2 lirka sub l ap

TERMINAL FOKMS
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Types' 1115. of Form Limes rule used on Corm
Derivations (If ditterent trom 1)

5 1 link pros art n
2 1 link persp n

2 1 link pron persp
2 1 link persp art n
2 1 lir% pron pronadj n
Types = 5 Toksb. £ 13
Times used = 5 'limes used Frequerf'y = 13

Semantics:
IF ( (subn ) c AUXICN( Llinkp] 001 ) )

THEN TRUE ELSE FALSE

The intended interpretation is tnat 'sub;' is the

subject, and that 'nip' is a predicate nominative.

that no utterance uses 'link neg., wnich is ,a possiaility

in grammar GE1.

5e [link pron art n] =

if [pron] c AUXeC..k(lin4,WhLNE/F(Lartl,Lnj))

then rhuE else FALar;

represents

(From: 5 linx,aux qu,pron art L.)

1 is this a mom?
1 is that a rat?
1 is that a man?
1 is this a daddy?
1 is that a pumpKin?

This is a plausible interpr cation for t:lasd

utterances, which are all questions.

r,
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(4,11) a -> sub linxe i

Types a 76 Tokens a 342
Times used lb Times used * rreguancy a 342

Semantics?
( [sub j] ) c

( AUXFCN( [linkpi Ent)] ) )

THEN TRUE ELSE rALSE

Here, 'subj. is Lgain tne intendeu subject, and

'nip' the predicate nominative.

Consider

--38Epersp link neg art nJ =

if [persp] sc

AUXFCN([link .leg], QUAATIF( arLLIA))

tnen CaUE,s1se rALSE

whicn represents

(From: 2

1

1

persp link,aux bey art n)

he is not a puppet.
i am not a bear.

(From: 1 persplaux,persOlinK neg art n)

1 I'm not a girl.

SAAill a :2 sub t

Types a 39 Tokens a 13i
Times used = 41 Times used * Frequency a 11)
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Simantics:
IF ( [sub)] ) g ( AUXFCN( Llinkp] 14adP1 ) )

THEN TRUE ELSE iALSE

The .qadps is a predicate adjective phrase in rule

(4,12).

14.131 :2 auxilp g1212.1 a

Types = 64 Tokens = 181
Times used is 72 Times used * Frequency = 19i

Semantics:
If ( [sub)] ) c ( AUXFCU( Lauxilp) ) )

THEN TRUE ELSE FALSE

ii 111 a 7.2 Fubl vol

Types = 43 Tc.kens = 55
Times used = 45 Tides used * Frequency = 57

Semantics:
IF ( [sub)] )

{ a 1 ( a<a,b> a Lvbij ) ( o

THEN TRUE ELSE rALSE

(4.15), 2 7.2 .subi Unkp a2

fERMI:,,AL rORMS

6 11113i )

Types No. of Worm "Imes rule used on norm
Derivations (If different from 1)

19 1 pron link art n n
-6 1 pron link n n

4) P+4

i



(
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3 1 persp link n n
3 1 pron link art pn n
2 1 pron link art n pron
2 1 pron link pronadj n n
2 1 pronadj n link n n
1 1 conj pron link art n n
1 1 conj pron link art pn n
1 1 conj persp link art adj n n
1 1 neg pron link pn n
1 1 nag persp link art pn n
1 1 persp link n qu n
1 1 persp link neg n n
1 1 persp link art n n
1 2 persp link adv adv adj pron n t

1 1 pron link pn n,
1 1 pron link prop art n
1 1 pron link petsp n conj
1 1 pron link pn pn conj pn
1 1 pron link pron qu adj a
1 1 pron link art adj pron art n
Types 2 22 Tokens = 52
Times used = 23 Times used * Frequency = 53

Semantics:
Ir ( [subj] )

(Auxtc.4 [linKpj , ( [,ip) n L.,,,] ) )

P.HEN TRUE' ELSE tAI,SE

T mintended semantl.:s is basedioL. tae as.sue,

14that e two noun-phrases are in apposition. Cuasicier the

utterances represented by

19 pron link art n n

some of which are

(From:

\

18 pron#aux,pron#link art a n)

4 there's a kitty cat.
2 there's A tape recorder.

that's a tea pot.
that's a music cat.

Notice that the apposition in,:erpreta,Loo. 1-,

4.) -.4 ,-,
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contradicted, although some combinations snould be listed

as single words (such as 'kittylicat', 'tape#reccrder'.)

Moreover, 'there's' and 'that's' anu similar demonstrative

phrases should be given a better classification than

'pron0aux,pron0linki.

(406) a :2 auxilp 21021 42

TEMINALS

1 aff mod persp n
1 1 mod art n n
1 . .. 1 nod_neg_ pron
1 1 mod neg persp n
1 1 mod persp n

Types = 5 Tokens m 5
Times used = 5 Times used Frequency = 5

Semantics:
It ( (sub.)] G i a 1 ( a<epp) E

AUXfCN( [auxilp] IMIIED )) ( b E ti4P) )

then TRUE else FALSE

the intention is that these utterances are' mlasing

their main verbs. Consider

1 mod art n n

which represents

maybe the milk man.

2 79
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Here it is plausible that the main verb is missing ouc

assumed as a part of the 'context'. It is quite possible

that this semantics should have several contextu,u1

parameters, representing, say, oojects, properties,

actions, under immediate consideratiQu. I have used only

the set IMMED to indicate the presence of a contextual

parameter. the idea of extending tnis to several

contextua' parameters is 'straightforward. the

implementation *nay be rather involved and is beyond the

scope of this work.

11'12/ a 1-2

Types = 12 Tokens = 38
Times used = 14 Limes used * Frequency = 40

Semantics:
IF ( [sub j] ) c ( AUXFCL,4k , )

THEN TRUE ELSE eALsE

Types No. of
Derivations (IL different from 1)

Kul

TERMINAL FORMS

Form Times rule useu on form

229 1 v
3 1 int v
3 1 neg v
2 1 v int
2 1 v neg
1 1 v aff

r9 i)(1
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Types = 6 tokens = 240
Time's used = 6 Times used * frequency = 240

Semantics: if IMMED Q` [veru]
then TRUE else FALSE

In these utterances the verb stands alone. For

229

the utterances are a simple veto. Examples:

70 lookit.

(Remark: Probably an imperative.)

70 know.

(Remark: Short for ai don't kno-4', accordiny to the

contexts.)

21 see.

the function for (4,20) works in many cases;

'lookit' and ',:now' are notable failures.

Moreover, two utterances contal a ,,e.jatiny

particle:

3

2

neg v
v neg

For these utterances, it seems reasonable tnat 1.11,e rwyatitly

particle affects the verb. Thi:. semantics views tnese as

being paireddenotation utterances, viz.:

[neg vJ is cfALSE, Ey] >

and hence the denotations given to these utterai

incorrect.

28



1A211 A :2 intadv suoj

TERMINAL FORMS

Types No. of Form Times rule used on torn
Derivations (Ii different i:rom 1)

2 1 intadv mod persp v
1 1 intadv aux qu n v
1 1 intadv aux pen's? v
1 1 intadv aux art n v
1 1 intadv aux pronadj n v
1 1 intadv mod neg persp v n
Types a 6 Tokens = /
Times used a 6 Times used * Frequency a 7

SemanticS: MEASURE(<auxilOVP,INTADO, ( ISUBJJ fl

AuxecN( [auxiln] , LvPi )) , lintaomi )

The iunctions given for the interro"ative \anveru,,,

are not well thourfnt out, The utterances are ,lues ions.

inquiring into such matters as 'nere., 'when', or 'now

action took place.

Consider

26 [intadv mod pers.? vj =

MEASURE(<auxilp#VA),INTA3V),

AJXrCN( [mod] [v]) ) , iiptativ])

representing

(From: 2 intaiv#mod persp v,mod)

2 where'd it go?

f?.TTIA r wnereld' is hprc an 'in,--upokA

2 8 2
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The rule says:

1) Compute AUXiCei( Ldidj, [yo]) . Enis us

the set of all things that "did yo^.

2) Intersect this with Lit].

3) Now, compute the adverbial function MEASURE on

the arguments.

I leave the structure of adverbs in general and

interrogative adverbs in particular as an unsoivea problem.

Types No.
Derivations

5 1

4 1

2 1

2 1

2 1

1 1

1 1

1 1

1 1

1 1

(4.22), a intadv auxile subl

On
I)

TEs.MINAL FORMS

of Form Times rule ug...id
(If different. from

intadv aux art n
intadv aux pronaj 1.
intadv aux n
intadv aux proal
intirtdv aux pronadj adj La

intadv aux qu n
intadv aux persp
intadv aux art pron
intadv aux lu alj n
intadv aux art adj n

1 2 intadv aux art n prep art n 2

Types -.% 11 Tokens = 21
Times used = 12 Times usad * rre4uency = 2z

Semantics: MEASURE(<auxilpOIMMED,INrAdV), is zc

AUXeC0( fauxild] , IMMEO ), Lintadvp

A few examples:

28,3
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(From: 4 int4dv#aux,intadv#1ink arc n)

1 where's a arrow?
1 where'S an arrow?
1 where's the lady?
1 where's the buttons?

(From: 4 intadv#aux,intaavtaink pronauj n)

toys?
door?
sack?

pillow?

1 where's my
1 where's my
1 where's his
1 where's my

?ypes No. of

04.23) a i,ttadv

TERMINAL FORMS

Foam Times rule used on it ;r
Derivations iii diLteranc irum

3 1 intadv
Types 1 Tokens = 3
Times used a 1 Times used * ;Frequency = 3

Semantics: MEASJRERIMMED,I.IrADVi,IMMEU, [intadvi)

The utterances using (4,23) are:

1 haw...
1 where?
1 'why?

IAL441 a .oj

Ty?es a 31 tokens = 251
Times used = 40 rimes used * creluency = jo5

281
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Seh.antics:
Ir ( isubjj ) ( [verb]

THEN TRUE ELSE eAus

(4,25) a -> advo suaj auxiI2

TERMA.AAL FORMS=

Types No. of Form Times rule useU of, form
Derivations ditfareac. from 1)

27 1 adv persp aux
24 1 adv persp mod
4 1 int adv persp aux
1 1 adv art n aux
1 1 a,ly n aux
1 1 conk adv persp aux
Types = 6 Tokens = 58
Times used = 6 Times uses * rrequel.cy = 58

Semsrtir.Q:
1e ( isubil ) c

MEASURE( <auxilp,ADVP) ,

AUXiCN( [auxilp] , TM.t ) , )

THEN TRUE ELSE iALSE

Some littaraiices usia9 (4,21! r-,11A=,

27 adv p7_%rsp aux

(From: alv pets? link, aux)

10 there it is.
7 there he 4.s.
5 there tney are.
1 here he .is.

nere it is.
1 here we are.
1 here they -are.
1 there ',IP are

2 8 !)
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These utterances represent a failure of lexIcai

disambiguation. Here, the adverbs (all locat-ivea) .nudity

the linking verus, but the grammar disamuigua,..es co the

auxiliary.

24 adv persp mod

(From: 24 adv persp v,mod)

7 here we go.
S there you go.
4 here i go.
4 there we go.
1 here you go.
1 there i go.
1 there it go.
1 tnere they go.

Here the verb is an action vero, out_ the adVerLY

doesn't modify at all. me words 'here' an.: 'cher?: acc as

interjections in the utterances.

4 int adv persp aux

(From: 4 int adv persp link,aux)

4 oh, there it is.

Again, the verb is not an auoallary, so lexlc"al

disamigustion has failed.

i4.28) a _772 sub auxi1:,

Types e 17 Tokans a 82
Times; used - 17 Times used * Frequency = b-

/



280

Semantics:
IF ( [eubi] ) k2AFC.N( [a'slxilt]

THEN TRUE ELSE FALSE

Typos No. oz
Derivations

14.29) a =2 Advp,

TERMINAL FORMS

Form Times rule used on
(IL differeilt rrom 1)

67 1 a v
13 1 a v adv
3 1 n q adv
2 1 it adv
I 1 adv adv adv
1 1 co j adv ,

rypes = 6 ToKtIn = 87 ,1

rimes used = 6 imes user * Frequency = 8/

Sc. q

sriv)

29
18 tnere.

1:0MOrrOW.
2 ...here.

carezWly
1 down,
I just,
1 there...

(From: 9 prep,a v adv)

3 in here.
2 in nera.
2 under there.

in there.
1 out yonder.

-tArks Thrsse elverhia1 on-):

2 8
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as such in the dictionary, since they seem dutficiencly

unanalyzable. Alternatively, 'here', 'there', and 'yonder'

could be thought of as nouns denotini places, as oojecta oL

the prepositions involved0

Liall a =2 inter 2241

rERMINAL FORMS

Types No. of /Form Times ruleused on form
Derivations aiteerent irom 1)

32 1 inter pron
1 1 /inter n
1 1 inter qu n
1 i inter persp
1 1 inter pronadj n
1 2 inter pron prep art n 2

Types a 6/ .Tokens as 37 1

Times used u 7 Times used * Frequency es 38

Semantics: [inter] fl Isubj) n

Some exampleS:

(From: 32 inter qu,pron)

17 what that?
7 what this?
3 who that?
3 who this?
2 what those?

A =2 1altS

TERMINAL FORMS

Q 8
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Types

191
18
6

4

3

2

1

1

1

Types
Times

No. or rorm Times rule used
Derivations (IC dircerec,t fr.-up

1 inter linx pron
inter link persp

1 inter link qu n
i conj inter link pron
1 inter liax pronadj n
1 inter link qu pron
1 iat inter link pron
1 inter link art n
1 inter link qu adj n
2 inter link pron prep gonad) n 2

= 10 Tokens = 226
used = 11 Times used * irequency = 224

Semantics; [inter] n oubj] P

AUhiCNalinkpj , LIMMED))

P.xamp1.-7.1s':

;frOM:

I0i

36 what's this?
8 what's those?
5 who's that?
3 who's this?
1 what's this?
1 who's tnose?

Types No. of
Derivations clit..tirent -.J

/4.32), a -1 inta).:

TERMINAL, eoi\ms

FJr:11 iimes rule uc41

5 1 inter persp v
inter persp v prep

1 1 inter pron v
1 later peisp alvd

iA4t(tel.

:289

1)
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Types = 5 Tokens = 10
Times used = 5 Times used * erequency = 10

Semantics:
t a

[inter] *ri
( H<a,b) E [1.01] ) ( o E Ln 4 ) i fl IMAED

Some utterances using (4,32):

(From: 2 inter persp v,aux)

1 what i have.
what she have.

(Remark: Those do appear to Je fragmentary, but instead of

being main clauses simply missing a main verb, they seem to

be subordinate clauses.)

.(4.33) a 1 adv,J subt vbl

Types ac 7 ToKens = 26
Times used = 7 rimes used * Frequency = 40.

Semantics:
IF ( [oubj] ) C

MEA6UkE( (VBLIADVP) Eva] , laompl )

THEL4 TRUE ELSE FALSE

Example:

(From: 15 adv persp v)

5 there he goes.
2 here i coma.
2 here he goes.
2 there it goes.
1 here she goes.

there it fits,
there he stands.

1 wherever she goes.
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i4ALL311 A =2 VDI 211 prep

rEAMINAL iCAMS

Types No. of Form Limes rule used on

Derivations (It different LQM 1)

34 1 v persp prep
5 1 v pron prep
4 1 v art,n prep
2 1 v pronadj n prep
1 1 int v persp prep
1 1 mod neg v proi.adj n prep

1 1 neg v persp prep
1 1 v n prep
1 1 v persp n prep
1 1 v pn prep
i 1 v prep pronadj n prep
1 1 v qu n prep
Types = 12 ToKens = 53
Times used = 12 Limes used * rreguency = 53

Semsntics:
IF ' (subij ) :(20,4dINE( ivolj ,111.)FP)i

fHEA rRue r-SE FALSE

Examples:

(from: 20 v persp prep,adv)

7 turn it up.
3 eat me up.
2 pick it up.
2 pick them Up.
1 eat it up.
1 eat them up.
1 put it away.
1 take it up.
1 taKe it out.
1 take him but.

4,37) a -> vertu sub, np

291
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Types = 21 Tokens = 38
Times used = 24 Times used * Frevency = 41

Semantics:
IF ( [subj] ) G

[ a ( S<a,b> E [verb) ) ( b E LI1P1 )

THEN TRUE ELSE FALSE

The intended interpretation is that the 'subj. is a

subject, and the 'rip' is the direct abject. come mixed

results follow.

(From: 9 v persp n)

2 did you, mommy.
2 thank you, mommy?
1 oring me curl.
1 drink it, doggie.
1 look it now.
1 make me fishy.
1 make me bubbles.

(From: 4 v art n n)

1 draw...a Kitty cat.
1 see a tape recorder.
1 see the bunny rabbits.
1 tell the tape recorder.

Several of tnese are imperatives, with the 'uttj"

an indirect ooject; several others show nouns of direct

address. The results of using tnis rule at4).?ar

mixed.

14,211 a -> intadv qubi v1-4

2 9 `)
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TERMINAL FORMS

Types No. of Form Times rule used on Corm

Derivations (If different from 1)

13 1 intadv persp v
1 1 intady art n v
1 1 intadv persp v persp
1 1 intadv persp v art adj
Types = 4 Tokens = 16
Times used mi 4 iimes used * Frequenci = 16

Semantics: MEASURE(CifiL,I:4TADVit[ounj] (1 Lvb1J,

[intadv] )

Some examples:

(From: 13 intadv persp v,mod)

6 where it go?
4 where tney go?
1 where i go?
1 where you go?
1 where he going?

11121 a ) Auxilp v

TERMINAL FORMS

23 1 mod neg v
9 1 mod v
1 1 mod nes v int

Types = 3 Tokens = 32
Times used = 3 Times used * Frequency = 32

Semantics:
IF ( IMMED ) C AUXFCN( lalax1)4.-1

THEN TRUE E...SE FALSE

2 9 :3

r.
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The intended interpretiton is chat the utterance

is missing its subject. Some examples:

(From: 22 v#neg,molOneg v)

22 don't krvyd,

(From: I mod v)

2 wAnna see.
wanna see?

0140) a -> adva suoj

Types = 12 Tokens = 34
rimRS 14:1P.1 ,7 14 et'ngll used irequenry = 24

Semantics`
2"r 3U ft )

WHASUmr.:(IMMED,ADVP>,

AUXrCLik[linkp] , IMME.D), [advpj )

T4EN l'<.uE ELSE FALSE

x,.411 a -> 1111V

Types = 3 Tokens = 12
Tines used 3 Times used * Freaue.lcy = 12

Semantt-s:
Tr -VIED ) c AUAFCW

THEN rizuE FLS;._; FALSE

I
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112.421 a -) intq, link? adv.),

TERMiJAL FORMS

Types No. of Form Times rule used ,x1 1.)rm

Derivations (If dirferent from 1)

9 1 inter link adv adv
5 1 inter link adv
types = 2 Tokens = 14
Times used = 2 Times used * treuency = 14

Semantics: (inter; fl

MEAsuRE(<1inkp,ADVP),

AUXFCN(Llinkp) , £MMEQ) , Ladvp) )

Some utterances using (4,42):

(From: 9 intertaux,inLer#iii.A. p:ep,adv auv;

5 what's in there?
2 what's under there?
1 what's in here?
1 what's out tnere?

(Remark: dictionary problems.)

(From: 4 inter#aux,inter#link aav)

3 who's here?
1 what's there?

(4,441 a -> sub j auxilp

Types = 4 eokens 10
Times used = 5 Times used * Frequency

295
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Semantics:
it ( [subjj ) AJXFCN( [auxilel ,

THEN TRUE ELSE FALSE

iatiAl a 22 inter auxin a verb

TERMINAL FORMS

Types No. of ForT Times rule us=d on or
Derivations (If different from 1)

12 1 inter aux persp v
10 1 inter aux pron v
4 1 conj inter aux persp v
2 1 inter mod persp v
1 1 conj inter aux pron v
1 1 inter aux qu n v
Types = 6 Tokens = 30
Times used = 6 Times used * krequency = 3o

Semantics: linter]

( a
i (Z<a,ro E.

AuxecN( [auxild) , v. -
+J..4

) )

( k:, c [np] ) I fl TAMED

L4,451 a subl 141)(2

Types = 11 foens = 32
Times used = 11 Tines used * Frequency = 32

Se-anttcg:
Ie ( tsuoj) ) [linkpj

THEN TRUE ELSE FALSE

Some exlmoles:
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(From: 7 persp linkMaux)

4 i am.
1 it is.
1 we are.

Here the necessity of the contextual parameter

IMMED is clear: 'i am' is (probably) not a declaration of

existence, but rather asserts that '1' nes some property or

another. Again, I feel that having several contextual

parameters available will make a needeu distinction here.

11. PREPOSITIONAL PLIAAI.JE GEeiinATION

(12.1) EL222 za ELS2 LW

Types = 236 Tokens = 479
Times used = 313 Times used * Frequency = 6031

Semantics: { a 1 ( S<a,b) e E op) )

12. SJBJECTS OF SENTENCES.

The SUJj rules generate subjects. No tlew se.aa.itic

content is contained in these rules.

§J11 1111111 -) Re

Types = 823 Tokens = 3342
Times used = 883 Times used * erequency = 144

Semantics;

2 9 7
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J6,2) subj -) n2 2E222

Types No. of
Derivations

4 2

2 2

2 2

1 2

1 2

1 2

1 2

1 2

1 2

1 2

1 1

1 2

1 2

1 2

1 2

1 3

1 2

1 2

1 2

Types = 19

TERMINAL FORKS

Form rimes rule used on form
(IC different from 1)

v persp prep art n
v persp ,prep n
v prod prep pars')

aux n prep art.n
aux pron prep art n
conj art n prep persp v art. n
conj -nod qu n prep n v ney pars?
intadv aux art n prep art u
inter pron prep art n
inter link pron rep pronadj a
pronadj n conj pronadj n prap persp v
v art n prep pron
v n prep n
v n prep persp
v persp prep persp
v persp prep n prep art a a 2

v pron prep art n n
v pronadj n prep pronadj a
v qu n prep art n

_Tokens = 24
Times used = 20 Times used * rreque,Icy = 2

Semantics: Ear] fl (prepp]

Notice that all but one of the forma usiay (0,4)

are grammatically ambiguous. Preis is because cne rule is

not really necessary, except for tne form

1 pronadj n conj pronadj n prep persp v

where no alternative derivation exists. SemantIcalky,

there is no problem since the ambiguity does noc attct

semantics. See Section 2 for a discuss1,311 of arabiul.c4.

Some examples of utterance (0,1):
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(From: 4 v persp prep ar.. n)

2 put it on the microphone.
thank you for a dAddy.

1 thank you for a dinner.

The intended interpretation or tne semantics for

(6,2) is that the prepositional phrase mJditids the noun

phrase. Tnis is usually not the rase, SJ tne rule Is

incorrect.

A I 13. UTTERANCEGE.iEhATINC INULES

GE1.

The symbol '8' is the s-art symbol of the yrammdr

1E01 s z2

Types = 836 Tokens = 5037
Times used = 914 Tires used * crequency = 512

Semantics: La)

8 A1)_s in

Types = 1 Tokens = 541
Times used = 1 Times used * Frequency = D41

Semantics: TRUE

The original utterances tor rule (o,2 aLe;

532 uh huh.
8 uh num.

')(1(i
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1 ummm eek.

Clearly, these phrases should be recleaned in the

dictionary.

Having a single rule in the grammar to account for

these costs nothing, but it doesn't prove anything eitner.

Rule (8,2) simply says that these sentences are

grammaticAl.

ital s=2 D22 A

TEXMINAL.FOKMS

Types No. of ,Form Times rule useu on form

Derivations aitfereat from 1)

18 1 neg n
8 1 neg persp aux neg
6 1 nag aJj
6 1 neg pron link art n
5 1 neg art n
.4 1 neg mod persp v persp
4 1 neg n n
4 1 neg persp mod neg
3 1 neg adv
3 1 neg pron
3 1 neg v
2 1 neg adj ad)
2 1 neg pron \link n
2 1 neg persp link n
2 1 neg persp link art n
2 1 neg pron link art adj n
2 1 neg persp mod neg v prep
2 1 neg qu n
1 1 neg adj n
1 1 neg adv adj
1 1 neg art n conj art a
1 2 neg mod persp
1 1 neg mod persp v pron
1 1 neg mod persp v prep persp a
1 1 neg n v
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the neating-word.

For example, :he form

0 neg pron link art n

represents tae utterance:,

2 no, that's a butterfly.
no, that's a boy.
no, that's a bear.
no, that's a clock.
no, that's a ocean.

Such utteranFes must, I believe, be given ,.aired

denotations inbrder,to pe sensible.
(:)

18.0 a =2 Ag A

TERMINAL FORMS

Types No. of Form Times rule used on form

Derivations (IA; different from 1)

11
19
,

5 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

aff persp v
aff persp mod
aff persp link
ate mod persp n
aff n
aff pron link
aff persp link adj
aff persp link art n
aff persp mod v persp
aff prep n prep persp

Types = 10,
Times used =

Tokens = 32
10 Times used * irequency = 32

Semantics: < TRUE, [a) >

Rule (8,5) and (8,6) which follows aye paired

0
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denotations for their semantics. Some utterances usin

(8,5):

(From: 9 aff persp mod)

3 yes, you can.
1 ok, i will.
1 yes you will.
1 yes, i can.
1 yes, he can.
1 yes, it might.
1 yes, sne would.

(8.6) s :2 a aff

TERMINAL FORMS '

Types No. of Form Times rule used on torm

Derivations (I. different from 1)

1 1 perap mod neg v n aff
1 1 v aff
Types = 2 Tokens = 2
Times used a 2 Times used * rrequency = 2

Semantics: < rnur., Lai

(8.7) s saa

TERMINAL iORmS

Types No. of Form Times rule usad on form

Derivations (If different from 1)

364 1 neg
Types = 1 Tokens = 364
rime, used = 1 Times used * Frequency =

R 3
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Semantics; FALSE

All 364 of the uses of rule (8,7) represent

364 no.

Types z 1 Tokens = 358
rimes used = 1 rimes used * Frequency = 3S8

Semantics: TRUE

Utterances involved;

92 uhuh.
66 ok.
53 uh.
41 yeah.
40 yes.
13 yep.
7 ye h.

6 umm.
2 ummm.

uhmmm.
unhmmmm.

The proliferation or these words is not

particularly useful for semantics research. IL is ilkely

that the editor meant to indicate airferent pronwiciations.

ittal rs_

Types = 1 Tokens m 240
Times used = 1 Times used * Frequency = 24Q
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,-*

Semantics: 0

The semantics for an interjection is nere

considered to be nothing--the empty set. Some exameles

follow:

92
44

oh.
umbum.

(Aemark: 'umhum. is probably an affirmative word.)

10 um.

(Remark: 'um",is probably an affirmative also.)

hi.

le,1 C 1 s -1 cont

Types = 1 Tokens = 4
Tiles used = 1 Times used * frequency = 4

Semantics: 0

These are probably fragments. Tne utterances using

(8,10) are:

2 and...
1 but...
1 even...

s =2 aff aff

Types = 1 Tokens = 42
Times used = 1 Times used * Frequency = 42

3 0 5
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Semantics: < TRUE, TRUE )

The purpose of this rule was to caeture :Ago

affirmations in one utterance. The original utterances

are: I

41 uh uh.
1 yeah...yeah.

'uh uh' is clearly Just one word. 'yeah...yeah' could

conceivably be two sepiarate statements, but the context

rules this out. Hence, this rule tries to capture a

distinction that simply isn't present in ERICA.

18.14) s int int

Types = 1 Toxens = 59
Times used = 1 Times used * ireverAcy = 59

Semantics: 0

Again, these utterances are to nave no meaning.

Some examples:

32 um hum.

(Remark: probably an affirmative word.)

10 oh, oh.
3 um tin .

2 oh, darnit.

3 0 G



300

i2.2.121 2 .72. aaa nee

Types = 1 Tokens = 5
Times used = 1 Times used * Frequency = 5

Semantics: < eA,,sE, FALSE

The semantics for (8,13) is .anociler paired

denotation. The utterances involved are:

4 no, no.
1 nope, no.

These are most likely repetitions for emkdhasis rather tnan

examples of paired denotations.

Rules (6,10) tnrouyh (8,1J) allow an

or conjunction to be added before /attar utterances without

changing the meaninj. Notice that taeae are aot recursive

rules--i.e., only one such word can De added.

i8 ,1§1 s 2z conj a

Types = 88 Tokens = 146
Times used = 91 Times used * Frequas.cy = 141

\

Semantics: [a)

A A121 s a c0111
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rypes = 2 tokens = 2
Times used = 2 rime, used * Frequency= 2

Semantics: [a]

kual s:2 int a

Types = 4o Tokens = 81
rimes used = 47 rimes used * Frequency = 82

Semantics: [al

8 .7.2 a Int

Types = 8 Tokens = 13
Times used = 8 rimes used * Frequency . 13

Semantics: [a]

30 8
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II. GRAMMAiICAL ASO SEMANrICAL AMoIGJ1L'Y

Chapter 4 contains an extensive discussion of

lexical and grammatical ambiguity is the ERICA cor,)us.

That discussion contains the beginning of a discussion of

the correctness of the disambiguation. however,

correctness of a Syntactical construction is a problem that

really relates to the intended semantics of the grammar.

Hence, I have delayed the consideration of tnat erobi

until this tile.

I shall consider only tne grammatical amL1.4utt.

remaining in the ERICA corpus after 1,clxica) diga7-f.,:T.,1_,

with the probabilistic method. there 13 relAtA,ve1

sucti araJigulQy remaining, as shown In iab 1

TAhLE 1

GhAMMAiI0tL AMBIGUITY Iv ERICA

AFTER LEXICAL DISAMBIGJATIO.,.

NUMBER OF TREES
PER UITERANCE

41M

TYPES EUKENS

1 980 b913

2 78 125

3 1 1

4 0 0

5 1 1

Hence, only 80 forms representing 127 utterances 4.avi, ar

grammatical ambiguity (using tne probabilistic model 4.-,

lexical disambiguation, wnich removes soma ,4rammatic

309
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ambiguity).

I shall say that an utterance K. in sample is

semantically ambiguous izf there are two denotations

di, d2 for k in some model V, such that

di # d2

Clearly, a terminal form must be grammatically ambiguous in

order to be semantically ambiguous (since each production

in the grammar concerned has only one associated semantical

rule, and since the rules apply in a unique way to a given

tree). However, it is clearly possible to nave

utterance that is grammatically ambiguous but 'not

semantically ambiguous. An example in ERICA coricer;,s rule

(6,2) subj -> np prepp

(see Section 1). All but one ,-;f the forms using t6,2) af-J

grammatically ambiguous. Nevertheless, it is .3asy to show

that there is no semantical ambiguity generated. rile torm

4 v persp prep art n

uses this rule; tne two trees involved are Show la

2. Both trees have the denotation:

if (ipervl n

{ a ( <a,bie [prep])

(o eQUANfIe((art),(n11); )

[v) tnen hin else FAA,SE



TREE for

'v persp prep
art n'

Without (6,2)

With (6,2)

VERB

V

A

304

TikaLE 2

S

A

VERB SUBJ

V

NPSUB

PERSP

SUBJ: rule (6,2)

NP PREPP

NP

PREPP

PREP

NPSUB PREP

PERSP

3 1 1

NPSUB

QUART

T-p

QUART TICL17::

ART

NOUTP
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Looking at tne original listing of lexical forms

(before lexical disamoiguacion) we find 103 types,

representing 137 tokens, that have sane gramma

ambiguity. rnis grammatical ambiguity is traceaLde to tour

oasic causes in the grammar. These causes of grammatical

ambiguity are discussed below, and summarized in fable 3.

1) Prepositional phrase: Does a prepositional

phrase modify the noun phrase preceding it (see rule

(13,1)) or is it an indirect object of the verb (sea rule

(3,6))? See Table 4 for the alternative semantic trees for

the form

7 persp voux quopron prep quopron.

2) Rule (4,7): me 4 forms using (4,7) Are all

semantically ambiguous. For example,

5 mod persp

has the semantic trees shown in Eable 5.

(syntactically unnecessary) duplication of derivati,Jns was

originally due to my feeling that some of tre utterances

involved might require reference to a contextual paramIr

(IMMED), and others might not require such con,..ext.

checking. As I have examined the many other rro,it:71

present n the corpus, this one seems' irrelevanL. 1

mention it only to show that the technique for ,Ivini

alternative semantics for a construction is d(7.tin

sepirate rules with separate functions.
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3) Rule (6,2): As mentioned aoove, most or the

utterances using (6,2) are grammatically amoiyuous.

However, (6,2) does not create any semantic ambiguity.

4) Adverbial Phrases: Two or more adveros toyetner

cause a semantic ambiguity (see Rules (1,3) and (14,2)).

Table 6 has the trees for 'pron qu,pron link,aux adv adv

ad j'

This ambiguity is easy enough to eliminate from GE1

once one decides which interpretation to accept. I have

allowed it to remain because it illustrates two viable

alternative interpretations for adveroial pnrases.

5) Rule (4,7) and (6,2) cogether: J:wo utterances

introduce grammatical ambiguity by using bcicn ,;)r tritzr

rules together. No other complex causes oil grammatice1

ambiguity are to be found in ERICA.

rABLS 3

CAUSES OF GRAMMATICAL AMBIGUITY IN GRAMMAR Gc,1

AMBIGUITY TYPES roKEL.s

PREPOSITIONAL PHRASES i)") 89

RULE (4,7) 7 17

RULE (6,2) 19 23

ADVERBIAL PHRASES 6 6

RULES (4,7), (6,2) 2 2

rYPES 103 TOKENS = 137



307

TABLE 4

TREES FOR 'PERSP V,AJX QU,PR0ti PREP QU,kkON'

(Disambiguated as 'Perap v pron prep pron'.

The other alternative forms have no derivations.)

S

A

SUBJ VBL

NI

SUB

PERSP

VP

VERB NP

V NPSUB

NOUNP

S

A
PRON

--------

SIAM VBL

IP VP

VE11NPSUB

PERSP V
NPSUB

NO JNP

PRON

Prepositional phrase modifies
noun phrase.

PREP

PREP

NP

NPSUB

NOUNP

PRON

Prepositional phrase
pp pp modifies verb.

NP

NPSUB

NC;' IN}
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TABLE 5

TREES FOR 'MOD PERSP'

S

AUXILP SUBJ

AUXIL NP

MOD NPSUB

PERSP

A : (4,71

Without (4,7)

MOD SUBJ With

NP

NPSUB

PERSP

5
(
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TABLE 6

FREES FOR .0D,PRON LINK,AUX ADV ADV ADJ'

(The only lexical alternative recoynized ay GE1 is

'pron link adv adv adj..)
s

1

.............-- A

SUM
IDP

I

LINKP

NP
I

ADJP

LINK

ADVP

/ - ,
ADJP

NPSUB /
I

ADVP
ADJP

A

I ADJ
I

ADV
PRON

i
A

SW
I

QADP

.LINKP
I

IIP

NPJUB

NOIP

PIN

LINIC

ADJP

/.Ati1P
ADVP

ADVP
ADV
/\

Al

ADJ
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III. PROBABILISTIC DISAMBIGUION

The major grammatical ambiguity occurring in GE1 is

the disposition of the prepositional phrase: is it an

indirect object, or does it modify a noun-phrase? The

probabilistic grammar obtained by using the values from the

probabilistic model of lexical disambiguation (sea Cnapter

4) assigns a probability of .79 to the indirect object, and

.21 to the noun-phrase modifier rola.

Examination of tne 89 utterances ill tna liana

prior to lexical disambiguation yields thelfollowing:

1) Only 21 utterances are (strictly interpreted'

indirect objects. Some examples are:

1 i loan it to her.
1 he didn't buy any loaf for aim.
1 i gonna share it with you.

GE1 predicts that we would find 71 utterances of cIlls

class.

2) A larger than expected 32 utterances nave thil

prepositional phrase modifying tne noun. some exair,:le',

are:

J

I i want one of those.
1 snoopy dog don't have some of that.

(Remark: Most of these utterances n/s'e c-ap'.'7::

317
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phrases like 'of these', 'of that', i.e., where the object

of the preposition is a 'pron.. GE1 nad predicted that we

would find only 18 utterances of this kind.)

3) In addition, 36 utterances are auverbial phrases

modifying the verb in the utterances. Some examples are:

1 can you see them in the hole?
1 lemme have one in the score.
1 daddy put a fire on it.
1 man fixed my toe on a bed.
1 i go way in the air.
1 i can save them for my room.

GE1 does not consider these adverbial uses of the

prepositional phrase.

In several of 'these utterances the prepositional

phrases seem to be ' objects of the warp. Notice

particularly

1 daddy put a fire on it.
1 i can save them for my room.

I think it 1s clear that tne structure of verus

needs to be reconsidered here. Verbs should oe clas6ed

according to the number of o&-Jjects expecce%4 of them and the

rules written to account for different verb symools. Ibis

should also simplify the structure of interrogative

adverbs. eor example, suppose that the structure of thy.

verb 'go' is

%lo

<subject, place>

:18
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i.e., the 'place. is where the subject is yoing to. Tnen,

we would have

[where are you going ?]

( b I ($ <a,b>e [are going])

(a e [you]) }

ERICA.

This concludes my discussion oc the semantics of

319

..
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